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Abstract

Population genetics studies the genetic variation within and between populations to

gain understanding of human history and insight into underlying biological processes. My

dissertation introduces three distinct methods: a linear-time principal components analy-

sis (PCA) algorithm, a scan for natural selection along continuous principal components

(PCs), and a relationship between the cross-population correlation of genetic effects at all

single nucleotide polymorphisms (SNPs) and the correlation of genetic effects at typed

SNPs. These methods are all related to the statistical concept of the correlation matrix.

The first two build off the genetic correlation matrix across individuals (also known as a

genetic relationship matrix, or GRM), and the last on the correlations between SNPs in a

population (also known as the linkage disequilibrium matrix, or LD matrix).

With the PCA algorithm, we are now able to study the population structure of Euro-

pean American and British populations with finer resolution using very large population

samples (55k and 113k samples, respectively). These PCs were fed into the scan for nat-

ural selection that detected signals of selection at known loci as well as several novel loci,

including a gene protective against alcoholism in Europeans and several genes associated

with blood pressure in the British. Lastly, using the SNP LD patterns in several popu-

lations we computed a factor that can be used in cross-population heritability scans to

correct for the differential tagging efficiency within those populations.
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0
Introduction

The comparative study of human populations has led to numerous advances in the field

of genetics. Aside from allowing us to study the history of human expansions and migra-

tions24,118,90,97,4,62, population genetics has allowed us to correct for confounding due to

population stratification in genome-wide association (GWA) studies112,113, scan for sig-

nals of natural selection which may be associated with disease78,124, and to better under-

stand the genetic architecture of complex traits31,18. Here we present three methods that

advance the field of population genetics in these respective areas.

Population stratification induces confounding in genetic association studies when an-
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cestry is associated with both the phenotype of interest and the genotypes at a given lo-

cus113. In doing so, ancestry induces a spurious correlation between genotype and pheno-

type which must be corrected. One way of doing this is using principal components analy-

sis (PCA)112. PCA is a data transformation technique which produces an orthogonal set

of principal components (PCs) where each PC contains the maximum amount of variation

unaccounted for by previous principal components. When applied to genomic data, the

top PCs represent population structure in the sample97,112,103. The drawback to PCA is

that its computational efficiency isn’t linear121,55. Its resource requirements are between

quadratic and cubic with the number of samples. An implementation of PCA which may

run in seconds on only a few hundred samples can be computationally intractable with

modern datasets containing over a hundred thousand samples131. The first two chapters

of this work will describe our implementation of a linear-time FastPCA algorithm43,44,

which computes a highly accurate approximation of the first few PCs, and its application

to a European-American dataset6 and a British dataset131.

Our second method extends earlier population differentiation approaches78,12 to detect

positive natural selection124. Given a pair of populations differentiated by some FST
148,13,

one can detect allele frequencies that are more differentiated than what one would expect

if only genetic drift were occurring. SNPs that exhibit unusual levels of population differ-

entiation are assumed to be under selective pressure in one population of the pair. Exam-

ples of such SNPs that have been subsequently linked to phenotypes include lactase per-

sistence11, hypoxia response15, and malaria resistence5. Previous work to detect natural

selection from population differentiation required either discrete subpopulations or were

unable to produce a p-value157. We have developed a method that converts the SNP load-
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ings that can be computed as part of PCA to chi-square (1 d.o.f.) statistics. Combined

with the FastPCA algorithm, this approach allows us to rapidly detect natural selection

in large sample cohorts. Additionally, population differentiation approaches benefit from

large sample sizes and closely-related populations. By examining a large cohort composed

of closely-related subpopulations, we have the power to detect many new signals of selec-

tion.

Our last project is the study of cross-population heritability. Mixed model methods153

have been used to examine the genetic architecture of complex traits, and bivariate meth-

ods31,154,74,76,85 have been able to detect the correlation of joint-fit SNP effects between

either two complex traits or the same effect in two populations. Additionally, summary-

statistics based methods have been developed to do the same thing18,21,20. The cross-

population correlation of joint-fit SNP effects is affected by differential linkage disequi-

librium (LD) in the two populations. We have developed a theoretical correction fac-

tor which computes the ratio of the cross-population correlation of joint-fit SNP effects

and all causal SNP effects. By applying this correction factor to the estimated cross-

population correlation of joint-fit SNP effects, we can estimate the cross-population cor-

relation of causal SNP effects.
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1
Population structure and natural selection

in European Americans

1.1 Preface

The following work was published in the March 2016 issue of The American Jour-

nal of Human Genetics43, titled Fast principal components analysis reveals convergent

evolution of ADH1B in Europe and East Asia with co-authors Gaurav Bhatia, Po-Ru
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Loh, Stoyan Georgiev, Sayan Mukherjee, Nick J. Patterson and Alkes L. Price. It intro-

duces our implementation of a linear-time PCA algorithm121,55 and develops a PC-based

natural selection statistic based upon population differentiation78,12. We applied these

two methods to a European-American dataset6 containing 54k samples and detected a

novel signal of selection in Europeans in the alcohol dehydrogenase gene.

1.2 Abstract

Searching for genetic variants with unusual differentiation between subpopulations is an

established approach for identifying signals of natural selection. However, existing meth-

ods generally require discrete subpopulations. We introduce a method that infers selec-

tion using principal components (PCs) by identifying variants whose differentiation along

top PCs is significantly greater than the null distribution of genetic drift. To enable the

application of this method to large data sets, we developed the FastPCA software, which

employs recent advances in random matrix theory to accurately approximate top PCs

while reducing time and memory cost from quadratic to linear in the number of individu-

als, a computational improvement of many orders of magnitude. We apply FastPCA to a

cohort of 54,734 European Americans, identifying 5 distinct subpopulations spanning the

top 4 PCs. Using the PC-based test for natural selection, we replicate previously known

selected loci and identify three new genome-wide significant signals of selection, includ-

ing selection in Europeans at ADH1B. The coding variant rs1229984*T has previously

been associated to a decreased risk of alcoholism and shown to be under selection in East

Asians; we show that it is a rare example of independent evolution on two continents. We

also detect selection signals at IGFBP3 and IGH, which have also previously been associ-

5



ated to human disease.

1.3 Introduction

Searching for genetic variants with unusual differentiation between populations is an es-

tablished approach for identifying signals of natural selection124,95,96,126,66,130. We and

others have employed this approach to identify signals of selection in a wide range of set-

tings, informing our understanding of genes under evolutionary adaptation. Examples

includes genes linked to lactase persistence11,143, starch hydrolysis104, fatty acid decompo-

sition41, red blood cell abundance158, hypoxia response15, alcoholism57, kidney disease69,

malaria56,5,12,51, HIV/AIDS152, autoimmune disease58, cancer12 [OMIM 602470], cystic

fibrosis2 and hypertension51 . However, the signals of selection identified thus far may

represent ”only the tip of the iceberg70”, implying that further research on selection will

provide additional insights about human disease. Unlike extended haplotype homozygos-

ity (EHH) or allele frequency spectrum based tests for selection, the population differen-

tiation approach is able to detect older selection events and selection on standing varia-

tion124,96. In addition, signals of selection detected using population differentiation can

flag stratified genetic variants that are susceptible to false-positive associations in genome-

wide association studies111.

Recent work on detecting selection using population differentiation has focused on

methods that evaluate deviations from genome-wide patterns of genetic drift between dis-

crete populations, such as Locus-Specific Branch Length (LSBL)130, Population Branch

Statistic (PBS)158 and TreeSelect12. These ideas are derived from the Lewontin and

Krakauer test78 and its extensions to the multinomial-Dirichlet model (F-model)9 (later
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incorporating a Bayesian framework38, hierarchical population structure35 and complex

demography39) and to population trees17 (see also Nicholson et al.94 for a similar method

that uses population trees and Günther and Coop47 which uses population kinships). The

population differentiation approach has greatest power when comparing very closely re-

lated populations with very large sample size12. The increasing availability of very large

population cohorts for genetic analysis provides strong prospects for analyzing subtle dif-

ferences in ancestry in large sample sizes, but raises the challenge of how to select sub-

populations to compare; a population cohort with a single continental ancestry may be

better represented by continuous clines rather than discrete clusters112,110,98, and/or may

contain a large number of discrete subpopulations corresponding to a large number of

possible population comparisons142,77. Principal components analysis (PCA)112,103 of-

fers an appealing alternative to model-based clustering methods116,3 for modeling hu-

man genetic diversity, and has been applied to infer population structure in many set-

tings110,98,103,141,129,81,65,128,73,91. One advantage of PCA is that results for top PCs are

not sensitive to the number of PCs analyzed, whereas results of model-based clustering

methods often vary with the number of clusters. Another advantage of PCA is its low

computational cost, as top PCs can be inferred in time only linear in the number of sam-

ples by drawing upon recent advances in random matrix theory121,54,55, implemented in

the FastPCA software that we introduce here. We thus developed a test for selection that

uses the SNP weights from PCA to calculate the differentiation of each locus along top

PCs; our approach is similar in spirit to a recently proposed test for selection based on

Bayesian factor analysis33 but has much lower computational cost.

Specifically, the squared correlation of each SNP to a PC, rescaled to account for ge-
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netic drift, follows a chi-square (1 d.o.f.) distribution under the null hypothesis of no se-

lection. Our PC-based test produces a p-value at each locus and is able to detect signals

at genome-wide significance, a key consideration in genome scans for selection12.

We ran FastPCA on 54,734 individuals of European descent from the Genetic Epidemi-

ology Research on Adult Health and Aging (GERA) cohort; FastPCA required only 57

minutes of compute time and 2.6GB of RAM for this analysis, orders of magnitude better

than any other publicly available software. We detected evidence of population structure

along the top 4 PCs, which separated samples into several subpopulations. Using our PC-

based test for selection, we replicate previously known selected loci LCT, HLA, OCA2

andIRF4 and identify three additional signals of selection at IGH, IGFBP3 and ADH1B .

The signal in ADH1B at coding variant rs1229984 has previously been associated to alco-

holism34,149,79,46 and shown to be under selection in East Asians57,79,100,105; we show that

it is a rare example of independent evolution on two continents143,104.

1.4 Methods

1.4.1 Overview of methods

We first describe the FastPCA algorithm, which is an implementation of the blanczos

method from Rokhlin et al.121,54,55. As with our previous work on PCA112,103, FastPCA

makes use of existing computational literature and does not contain any new computa-

tional ideas; nonetheless, we anticipate that the software will be widely used, since to our

knowledge it is the only publicly available software for computing top PCs on genetic

data in linear time. The algorithm generalizes the method of power iteration48, a tech-
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nique to estimate the largest eigenvalue and corresponding eigenvector of a matrix. Mul-

tiplying a random vector by a square matrix projects that vector onto the eigenvectors of

that matrix and then scales it according the respective eigenvalues of that matrix. After

repeating, the projection along the eigenvector with the largest eigenvalue grows fasters

than the rest and the repeated matrix by vector product converges to this eigenvector.

Additional eigenvectors can be found by repeating this process and orthogonalizing to

previously-found PCs. The blanczos method improves on this method by initially esti-

mating more PCs than ultimately desired. The original estimates are perturbed from the

true PCs, but this missing variation is captured by estimating the extra PCs. The geno-

type matrix is then projected onto this set of eigenvectors, reducing its dimension while

preserving the variation along the top PCs. Traditional PCA methods are applied to this

reduced matrix to find accurate estimates of the top PCs of the original matrix.

We next describe our PC-based selection statistic, which generalizes a previous selec-

tion statistic developed for discrete populations12. We detect unusual allele frequency

differences along inferred PCs by making use of the fact that the squared correlation of

each SNP to a PC, rescaled to account for genetic drift, follows a chi-square (1 d.o.f.) dis-

tribution under the null hypothesis of no selection. We have released open-source software

implementing the FastPCA algorithm and PC-based selection statistic.

1.4.2 FastPCA algorithm

We are given an input M × N genotype matrix X, where M is the number of SNPs and

N is the number of individuals (e.g. each row is a SNP, each column is a sample). Each

entry in this matrix takes its values from {0, 1, 2} indicating the count of variant alleles
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for a sample at a SNP. From this matrix we can generate the normalized genomic matrix

Y M×N =
(
yT
1 ,y

T
2 , . . . ,y

T
M

)T where each row yi has approximately mean 0 and variance 1

for SNPs in Hardy-Weinberg equilibrium.

p̂i =

∑N
j=1 xij

2Ni
=

xi1

21T1

yij =
xij − 2p̂i√
2p̂i (1− p̂i)

yi = (yi1, yi2, . . . , yiN ) =
xij − 2p̂i√
2p̂i (1− p̂i)

(1.1)

Here, xi is the row vector of genotypes for SNP i and yi is the normalized row vec-

tor. xij and yij are the genotype/normalized genotype at SNP i for sample j. Ni is the

number of valid genotypes at SNP i. All this is used to calculate p̂i, the sample allele fre-

quency for SNP i, which is used to normalize the genotypes. In practice, the genotype

matrix is normalized through the use of a lookup table mapping from genotypes (stored

as 0, 1 or 2 copies of the alternate allele, or missing data) to normalized genotypes (using

the above formula, with missing data having a normalized value of 0).

We are seeking the top K PCs for the normalized genomic matrix Y . Traditional PCA

algorithms compute the PCs by performing the eigendecomposition of the genetic rela-

tionship matrix (GRM = Y TY /M), a costly procedure which returns all the princi-

pal components. FastPCA, which makes use of recent advances in random matrix the-

ory121,54,55, speeds this process up by only approximating the top K PCs.

FastPCA is seeded with a random N × L matrix G0 composed of values drawn from

a standard Gaussian distribution. L affects the accuracy of the result and L should be

greater than K. For K = 10, L = 20 is a good choice. Then, for I iterations, we calculate
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H i = Y × Gi and Gi+1 = Y T × H i/M , where the H is are M × L matrices and Gis

are N × L matrices like G0. In simulated samples with discrete populations, I = 3 was

sufficient, but in real datasets, I = 10 was found to provide accurate results.

After the iterative step completes, we stack the H i matrices to produce the matrix

HM×(I+1)L = (H0,H1, . . . ,HI), and the singular value decomposition of matrix H

is taken: H = UHΣHV T
H . UH is a low-rank approximation to the column-space of Y

with dimension M × (I + 1)L, where Y ≈ UHUT
HY . Y is then projected onto UH to

produce T (I+1)L×N = UT
HY . The SVD of T = UTΣTV

T
T can be computed efficiently

and approximates the SVD of Y since Y = UΣV T ≈ UHT = UHUTΣTV
T
T . For the

PCA, we are only interested in the left K columns of V T and the first K entries along

the diagonal of ΣT .

FastPCA runs in linear time and memory relative to M and N . There are O (I) ma-

trix multiplications where each multiplication takes O (MNL) time. Then, the SVD of

H takes O
(
MI2L2

)
and the SVD of T takes O

(
NI2L2

)
time. Taking I and L to be

constants, the overall running time simplifies to O (MN). This is much faster than tradi-

tional O
(
MN2 +N3

)
PCA methods as well as the O

(
MN2

)
of flashpca.

1.4.3 Selection statistic

We first consider the simple case of an ancestral population that split into two extant

populations with genetic distance FST . We consider the allele frequencies at SNP i for

the ancestral population (pi) and the two extant populations (pi1 and pi2). If there is no

selection and SNPs are randomly ascertained, pi1 − pi2 has expectation 0 (because allele

frequencies can drift either up or down in each population) and variance 2pi (1− pi)FST
94.
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In the case where pi is not close to 0 or 1 and FST is small, the distribution of this differ-

ence approximately follows a normal distribution:

E [pi1 − pi2] = 0

V ar [pi1 − pi2] = 2pi (1− pi)FST

pi1 − pi2 ∼ N [0, 2pi (1− pi)FST ] , FST ≪ 1, 0 ≪ pi ≪ 1

(1.2)

In practice, we do not have access to either the ancestral allele frequency or the extant

population allele frequencies. Instead, we have sample allele frequencies for the two extant

populations, p̂1i and p̂i2. Assuming a large enough sample size from each population (N1

and N2) and that the true population allele frequency is not close to 0 or 1, these sample

allele frequency estimates approximately follow a normal distribution with respect to the

true allele frequencies. If we additionally assume that the ancestral allele frequency can

be approximated by averaging the sample allele frequencies and that the true population

allele frequencies are not that different, the sample allele frequency difference also follows

a normal distribution5,111,12:

p̂i1 ∼ N

[
pi1,

pi1 (1− pi1)

2N1

]
, p̂i2 ∼ N

[
pi2,

pi2 (1− pi2)

2N2

]
, N1, N2 ≫ 0, 0 ≪ pi1, pi2 ≪ 1

Di = p̂i1 − p̂i2 ∼ N
[
0, σ2

D

]
= N

[
0, p̂i (1− p̂i)

(
2FST +

1

2N1
+

1

2N2

)]
,

pi ≈ p̂i =
p̂i1 + p̂i2

2
, pi1 ≈ pi2

(1.3)

Below, we build the intuition behind our PC-based statistic by rewriting the discrete-

population statistic using vector notation, then extending this statistic to individuals with
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fractional ancestries, and then to continuous-valued PCs.

In the case with two discrete populations, we define a vector α where αj indicates the

ancestry in population 1 (e.g. αj = 1 if sample j is in population 1 and 0 if sample j is in

population 2). Di can be rewritten as:

p̂1 =
xiα

21Tα
, p̂2 =

xi (1−α)

21T (1−α)
, Di =

xiα

21Tα
− xi (1−α)

21T (1−α)
(1.4)

If we run PCA on the normalized genotype matrix Y from a sample with two discrete

populations, we would ideally get an eigenvector v that has value v1 for individuals in

population 1 and −v2 for individuals in population 2, where (since vT1 = 0, vTv = 1)

vq =
1

Nq

√
N1N2

N
(1.5)

In this case, Di can be rewritten as:

Di =
1

2

√
N1N2

N
xiv (1.6)

In the limiting case where FST approaches 0, the statistic becomes:

D2
i

σ2
D

=
1
4
N1N2
N (xiv)

2

p̂i (1− p̂i)
(

1
2N1

+ 1
2N2

) =

[(
xi − 2p̂i1

T

2p̂i (1− p̂i)

)
v

]2
= [yiv]

2 (1.7)

Thus, the square of the SNP weight follows a chi-square 1-d.o.f. distribution in the

case where FST → 0. In the case where FST ̸= 0, then the scaling parameter has to be

changed, but Di still follows a normal distribution.

In the case with fractional ancestry (αj ∈ [0, 1]), p̂1, p̂2 and Di can still be estimated
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using equation (1.4). The individual p̂qs will still asymptotically follow a normal distri-

bution (because of the Lyapunov central limit theorem16), but will be correlated due to

individuals with fractional ancestry contributing to both estimates. Thus, Di will still

follow a normal distribution, but the variance of equation (1.3) will not hold.

Now consider the case where we do not have fractional ancestries, but rather an eigen-

vector that separates individuals along some axis of variation. (We assume that extreme

outlier individuals detected by PCA have been removed112, as PCs dominated by such

outliers may violate normality assumptions.) We can treat the eigenvector as a linear

transformation of the ancestry vector:

α = β0 + β1v (1.8)

Substituting these values into (1.4), we find:

Di =
β1

2Nβ0 (1− β0)
xiv ∝ yiv (1.9)

Thus, our new selection statistic Di is based on the dot product of the normalized

genotypes and the eigenvector. Since the variance of Di is not known, it will need to be

rescaled in order to follow a N
(
0, 12

)
distribution.

If we are operating on the same set of SNPs that we used for PCA, then the rescaling

of yiv is straightforward. Because PCA is the same as SVD, we see that:

Y = UΣV T

U = Y V Σ−1

(1.10)
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Here, V contains the right singular vectors which are equivalent to the PCs, U con-

tains the left singular vectors which are rescaled SNP weights and Σ contains the singular

values which are the square roots of the eigenvalues of the GRM. V and U are unitary,

so the columns of U are guaranteed to have a norm of 1. Multiplying U by
√
M will then

produce a properly normalized vector of differences D = (D1, D2, . . . , DM )T . In other

words:

√
M

Σk
yivk ∼ N (0, 1)

M

Σ2
k

(yivk)
2 ∼ χ2

1

(1.11)

In the case of non-random SNP ascertainment and non-random choice of reference and

variant allele, the expectation of Di may be non-zero. However, if we randomly flip the

reference and variant alleles in such a situation, the resulting principal components and

values of Di remain unchanged up to a factor of −1 and the expectation of Di becomes

0. As a result, even if there are systematically positive or negative SNP loadings, D2
i still

follows a chi-square 1-d.o.f distribution.

In the case where we are computing selection statistics on a different set of SNPs than

the one for which we computed PCs, then the above property is not guaranteed to hold.

Specifically, inflation can occur if SNPs with higher differentiation tend to have higher

LD, which can occur as a consequence of true selection signals123.

One assumption underlying the statistic is that the true minor allele frequency is not

extremely small, otherwise the assumption of normality will not hold12. For this rea-

son, the selection statistic was only computed for those SNPs containing minor allele fre-

quency greater than 1% in our sample.
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1.4.4 Simulation framework

Genotypes were simulated at M independent SNPs and N independent individuals in

four steps:

1. The ancestral allele frequency (pi) for a given SNP i was sampled from a
Uniform(0.05, 0.95) distribution.

2. Allele frequencies for Q populations (P i = (pi1, pi2, . . . , piQ)
T ) were generated by

simulating random drift (see below).

3. Admixture (αj) for individual j was sampled from a Dirichlet(a) distribution.

4. Genotype gij was sampled from a Binomial(2,αT
j P i) distribution.

Population allele frequencies were generated by simulating random drift in Q popula-

tions of fixed size Ne for τ generations and stored in Q× 1 vector P i = (pi1, pi2, . . . , piQ)
T .

The number of alternate alleles ziqt at SNP i in population q at generation t were sam-

pled from a Binomial (2Ne, pi,q,t−1) distribution, where piq0 is the ancestral allele fre-

quency pi. The population allele frequency at this generation was then calculated as

piqt =
ziqt
2Ne

. For most simulations, population allele frequency simulations were run for

τ = 200 total generations and population size Ne was calculated for a target FST by using

the formula FST = −log
(
1− τ

2Ne

)
12. For FST ≈ 0.1, 0.01 and 0.001, Ne = 1k, 10k

and 100k respectively. To detect the effect of population bottlenecks at the same level of

FST , simulations were also run for τ = 20 and Ne = 100, 1k and 10k, again producing

populations with genetic distance FST ≈ 0.1, 0.01 and 0.001. Most simulations were run

with two populations, but we also simulated 5 populations with a phylogenetic structure

as follows. We set Ne = 10k and τ = 200 for populations 1 and 2, and τ = 180 for

an intermediary ancestral population of populations 3, 4 and 5, yielding allele frequency
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p∗i . This was then fed back into the random drift model for an additional 20 generations

for populations 3, 4 and 5. The pairwise genetic distance between populations 3, 4 and

5 is FST ≈ 0.001 while the genetic distance between any other pair of populations is

FST ≈ 0.01.

We also considered simulations with admixed samples. In these simulations, the Q ×

1 population membership vector αj for individual j was sampled from a Dirichlet (a)

distribution, where a is a vector containing ancestry weightings. In the most simple case

a = a1, where a is the admixture coefficient. For a = 0, this does not form a proper

distribution and instead ancestry was selected by alternating individual ancestry between

each of the populations. Increasing this coefficient increases admixture. When a = 1, this

is effectively a uniform distribution and when a > 1, the mode of the distribution is one

containing even admixture between all the populations.

The individual ancestries αj make up the rows of ancestry matrix A, which has dimen-

sion N × Q. Multiplying this ancestry matrix by the population allele frequency vector

(P i), which (for a given SNP i) has length Q, generated an N × 1 vector of allele frequen-

cies for each individual (P ′
i = AP i). Individual genotypes gij were generated from a

Binomial(2, P ′
ij) distribution.

To assess running time, the simulated datasets had FST = 0.01, M = 100k SNPs and

N ≈ {1k, 1.5k, 2k, 3k, 5k, 7k, 10k, 15k, 20k, 30k, 50k, 70k, 100k} individuals (since we used

6 populations of equal sample size, we rounded N to multiples of 6). Throughout this

paper we report CPU time, but due to multi-threading present in the GSL42 and Open-

BLAS libraries, run time was about 60% of CPU time. FastPCA accuracy was assessed

using M = 50k SNPs and N ≈ 10k individuals at FST = {0.001, 0.002, . . . , 0.010}. Cal-
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ibration and power of the selection statistic was assessed using 2 populations at FST =

{0.1, 0.05, 0.02, 0.01, 0.005, 0.002, 0.001, 0.0005}, and also using 5 populations withthe tree

structure described above. We set M = 60k, the effective number of independent SNPs in

genotype array data156. When testing the power of the statistic, we wished to control the

absolute difference in allele frequencies (D) between pairs of populations. For this pur-

pose, SNPs under selection were generated in a similar manner as the above, except popu-

lation allele frequencies were fixed at piq∗ = 0.5 + D
2 for one population and piq = 0.5− D

2

for the remaining population(s); this approximates allele frequency differences under a

population genetic selection model with strong selection in one population, because the

magnitude of allele frequency differences caused by strong selection is much larger than

the magnitude of allele frequency differences caused by genetic drift.

1.4.5 Assessing PC accuracy

Accuracy was assessed via the Mean of Explained Variances (MEV) of eigenvectors. Two

different sets of K N -dimensional principal components each produce a K-dimensional

column space. A metric for the performance of a PCA algorithm against some baseline is

to see how much the column spaces overlap. This is done by projecting the eigenvectors

of one subspace onto the other and finding the mean lengths of the projected eigenvec-

tors. If we have a reference set of PCs (v1,v2, . . . , vK) against which we wish evaluate

the performance a set of computed PCs (u1,u2, . . . ,uK), then the performance calcula-

tion becomes:
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MEV = K−1
K∑
j=1

√√√√ K∑
j=1

(vk · uj)
2 = K−1

K∑
j=1

∥∥UTvk

∥∥ (1.12)

Here, U is a matrix whose column vectors are the PCs which we are testing. The test

matrix can either be the result of another computation or the truth for a simulated sam-

ple. K eigenvectors can describe the population structure in a dataset with K + 1 pop-

ulations. They can be constructed by first creating a vector v∗
k =

(
v∗k,1, v

∗
k,2, . . . , v

∗
k,N

)
where v∗k,j = 1 if individual j is in population k and 0 otherwise. The set of eigenvectors

{v1,v2, . . . , vK} are constructed by taking K of these vectors, normalizing them to have

mean 0, and scaling/orthogonalizing them via the Gram-Schmidt process.

1.4.6 GERA data set

The GERA dataset includes 62,318 individuals from Northern California typed on a

European-specific 670,176-SNP array6. This dataset underwent two levels of filtration: a

quality control step to produce the QC set of SNPs used to detect natural selection, and

a second step used to produce the LD-pruned set of SNPs for PCA.

For the QC step, individuals were filtered to remove those with missing sex informa-

tion, individuals related according to the provided pedigree data or with observed ge-

nomic relatedness greater than 0.05 in the GRM117 and individuals with less than 90%

European ancestry as predicted by SNPweights26 using a worldwide dataset containing

European, African, and Asian ancestry. After filtering, 54,734 individuals remained. Ad-

ditionally, SNPs were initially filtered to remove non-autosomal SNPs, SNPs with minor

allele frequency less than 1%, and SNPs with >1% missing data, leaving 608,981 SNPs.
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The second stage of filtering removed SNPs that failed PLINK’s Hardy-Weinberg Equi-

librium test117 with p < 10−6, and performed LD-pruning using PLINK. Due to regions

of long-range LD, LD persisted even after one filtering run. Multiple rounds of LD filter-

ing were performed using an r2 cutoff of 0.2 until additional rounds of LD filtering did

not remove additional SNPs, leaving 162,335 SNPs.

FastPCA was run on the pruned set of 162,335 SNPs, while selection statistics were

computed on the full set of 608,981 SNPs, prior to H-W filtering and LD-pruning. We

note that many of the SNPs producing signals of selection generated significant H-W p-

values (see Results - e.g. H-W p = 1.37 × 10−79 for LCT SNP rs6754311), which is an

expected consequence of unusual population differentiation.

SNPweights26 was used to predict fractional Northwest European, Southeast European,

and Ashkenazi Jewish ancestry for each individual. For plotting purposes, percentage

ancestry in each of these three populations was mapped to an integer in [0, 255], which

was then used for the RGB color value for that sample, so a NW sample would appear

red, SE would appear green and AJ would appear blue.

1.4.7 PC Projection

POPRES92 individuals were projected onto these PCs. The left singular vectors (U)

were generated by multiplying normalized genotypes for all SNPs in GERA (Y GERA)

by the PCs (V ) and scaling by the singular values (Σ), the number of SNPs used to

calculate the PCs (M) and the number of SNPs used for projection (MGERA): U =

Y GERAV Σ−1
√

M/MGERA. Projected PCs were then calculated by multiplying the cor-

responding set of SNPs in POPRES by these singular vectors and scaling again by the
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singular values: V POPRES = Y T
POPRESUΣ−1. The projected individuals were overlaid

on the PCA plot of GERA individuals and colored according to population membership

and consistently with population assignment from SNPweights26.

1.5 Results

1.5.1 FastPCA Simulations

We used simulated data to compare the running time and memory usage of FastPCA to

three previous algorithms: smartpca112,103, PLINK2-pca117, and flashpca1. We simulated

genotype data from six populations with a star-shaped phylogeny using 100k SNPs (typ-

ical for real data after LD-pruning) and up to 100k individuals (see Methods). For each

run, running time was capped at 100 hours and memory usage was capped at 40GB. The

running time and memory usage of FastPCA scaled linearly with simulated dataset size

(i.e. O (MN) cost) (Figure 1.1), compared with quadratically or cubically for other meth-

ods. The computation became intractable at 50k-70k individuals for smartpca, PLINK2-

pca and flashpca. The largest dataset, with 100k SNPs and 100k individuals, required

only 56 minutes and 3.2GB of memory with FastPCA (Table A.1). (We also note that

shellfish, a parallel PCA implementation, requires O
(
MN2 +N3

)
and is not computa-

tionally tractable on large data sets, as previously demonstrated1). Thus, FastPCA - un-

like other publicly available software packages for analyzing genetic data - enables rapid

principal components analysis without specialized computing facilities.

We next assessed the accuracy of FastPCA, using PLINK2-pca117 as a benchmark. We

used the same simulation framework as before, with 10k individuals (1,667k individuals
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Figure 1.1: Running time andmemory requirements of FastPCA and other algorithms. The CPU time andmemory

usage of FastPCA scale linearly with the number of individuals. On the other hand, smartpca and PLINK2-pca scale

between quadratically and cubically, depending onwhether computing the GRM (quadratic) or the eigendecomposi-

tion (cubic) is the rate-limiting step. The running time of flashpca scales quadratically (because it computes the GRM),

but its memory usage scales linearly because it stores the normalized genotypematrix in memory. With 50k individ-

uals, smartpca exceeded the time constraint (100 hours) and flashpca exceeded thememory constraint (40GB).With

70k individuals, PLINK2-pca exceeded thememory constraint (40GB). Run times are based on one core of a 2.26-GHz

Intel Xeon L5640 processor; we caution that run time comparisonsmay vary by a small constant factor as a function

of the computing environment. Numerical data is provided in Table A.1.
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Figure 1.2: Accuracy of FastPCA and PLINK2-pca. FastPCA and PLINK2-pca were run on simulated populations of

varying divergence. The simulated data comprised 50k SNPs and 10k total individuals from six subpopulations de-

rived from a single ancestral population. PCs computed by PLINK2-pca and FastPCAwere compared to the true pop-

ulation PCs and to each other using theMean of Explained Variances (MEV)metric (see text). FastPCA explained the

same amount of true population variance as PLINK2-pca in all experiments, and themethods output nearly identical

PCs (MEV>0.999).
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per population) and 50k SNPs. We varied the divergence between populations, as quan-

tified by FST
13. We assessed accuracy using the Mean of Explained Variances (MEV) of

the 5 population structure PCs (see Methods). We determined that the results of Fast-

PCA and PLINK-pca were virtually identical (Figure 1.2). This indicates that FastPCA

performs comparably to standard PCA algorithms while running much faster.

1.5.2 PC-based Selection Statistic Simulations

We evaluated the calibration and power of the PC-based selection statistic. To evaluate

calibration, we simulated 60k SNPs undergoing random drift with up to N = 50k individ-

uals from two populations differentiated by FST = {0.1, 0.01, 0.001}. At all values of N

and FST , the proportion of truly null SNPs reported as significant was well-calibrated at

p-value thresholds ranging from 10−1 to10−5. Similar results indicating appropriate cali-

bration were obtained for simulations with admixture (Table A.2), as expected since the

drift model still applies in the case of admixture110. The median of the selection statis-

tic was slightly inflated at FST = 0.1 due to a deficiency in the tail (Figure A.1, Table

A.2 and Table A.3), but well-calibrated at the small values of FST that correspond to

our analyses of real data. The selection statistic in the presence of a population bottle-

neck performed identically to populations differentiated by the same FST level (Table

A.3). We also simulated five populations with a phylogenetic structure (see Methods)

that mimics the population structure found in the GERA data (see below) and found

that the statistic remained well-calibrated here as well (Figure A.1 and Table A.4).

We evaluated power using the same number of SNPs and samples but at

FST = {0.1, 0.05, 0.02, 0.01, 0.005, 0.002, 0.001, 0.0005} and using a separate set of
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Figure 1.3: Power of PC-based selection statistic. The allele frequency difference at selected SNPswas varied be-

tween two populations separated by varyingFST . The significance threshold was set to 8.3 × 10−7 based on 60K

SNPs tested. (a)With 50k samples, the power curves forFST = {0.05, 0.02, 0.01, 0.005, 0.002, 0.001, 0.0005}
showed a phase change. (b) Varying the number of samples forFST = 0.001 demonstrated that this phase change
wasmore gradual at smaller sample sizes. (c) Varying the number of samples atFST = 0.01 showed that the impact
of sample size was less pronounced than atFST = 0.001.

25



SNPs under selection where the allele frequency between the two populations was var-

ied (|D| = |p1 − p2|). The significance threshold was set to 8.3× 10−7 based on 60K SNPs

tested. There was no power to detect selection at FST = 0.1. We observed a phase-change

in the power simulations that was sharper for smaller FST , where there was no power to

detect selection below a specified allele frequency difference threshold, but there was com-

plete power to detect selection at a slightly higher threshold (Figure 1.3a). We examined

this effect in more depth using a range of samples sizes, and determined that the transi-

tion from no-power to complete-power was more sample size dependent at FST = 0.001

(Figure 1.3b) than at FST = 0.01 (Figure 1.3c), indicating that sample size is more impor-

tant when analyzing more closely related populations. The PC-based selection statistic

performed very similarly to the discrete-population test of selection12 in the case of data

from discrete subpopulations (Figure A.2). We also assessed effect of admixture on power

by sampling ancestry for individuals between the two populations using a Beta (a, a) dis-

tribution. We determined that increasing the admixture parameter a (which reduces the

variation in ancestry across samples) had a similar effect to reducing sample size (Figure

A.3).

1.5.3 Application of FastPCA to a European American Cohort

We ran FastPCA on the GERA cohort, a large European American dataset containing

54,734 individuals and 162,335 SNPs after QC filtering and LD-pruning (see Methods).

This computation took 57 minutes and 2.6GB of RAM. PC1 and PC2 separated individu-

als along the canonical Northwest European (NW), Southeast European (SE) and Ashke-

nazi Jewish (AJ) axes111, as indicated by labeling the individuals by predicted fractional
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Figure 1.4: FastPCA results on GERA data set. FastPCA and SNPweights26 were run on the GERA cohort and the

principal components from FastPCAwere plotted. Individuals were colored bymapping Northwest European (NW),

Southeast European (SE) and Ashkenazi Jewish (AJ) ancestry estimated by SNPweights to the red/green/blue color

axes (seeMethods). PC1 and PC2 separate the GERA cohort into northwest (NW), southeast (SE) and Ashkenazi

Jewish (AJ) subpopulations. PC3 separates the AJ and SE individuals, while PC3 and PC4 further separates the NW

European individuals.
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ancestry from SNPweights26 (Figure 1.4). These results are consistent with Banda et al.

20156 which also examined this dataset. PC3 and PC4 detected additional population

structure within the NW population.

To further investigate this subtle structure, we projected POPRES individuals from

throughout Europe92 onto these PCs103 (see Methods). This analysis recapitulated the

position of SE populations via the placement of the Italian individuals, and determined

that PC3 and PC4 separate the NW individuals into Irish (IR), Eastern European (EE)

and Northern European (NE) populations (Figure 1.5). This visual subpopulation cluster-

ing was confirmed via k-means clustering on the top 4 PCs, which consistently grouped

the AJ, SE, NE, IR and EE populations separately (Figure A.4). We note that, in gen-

eral, K PCs can cluster samples into K + 1 subpopulations.

1.5.4 Application of PC-based Selection Statistic to a European Amer-

ican Cohort

For each of the top PCs, we computed our PC-based selection statistic for 608,981 non-

LD-pruned SNPs (see Methods). The resulting Manhattan plots for PCs 1-4 are displayed

in Figure 1.6 (QQ plots are displayed in Figure A.5). Analyses of PCs 5-10 indicated that

these PCs do not represent true population structure (Figure A.6), but are either dom-

inated by a small number of long-range LD loci141,36,160 or correlated with the missing

data rate across individuals. Selection statistics for PCs 1-4 exhibited little or no infla-

tion, particularly after removing Table 1.1 regions (Table A.5).

Genome-wide significant signals (listed in Table 1.1) included several known selection

regions11,30,147,22,106 and signals at ADH1B, IGFBP3 and IGH (see below). Suggestive
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Figure 1.5: Separation of Irish, Eastern European andNorthern European individuals in GERA data.We report re-

sults of projecting POPRES92 individuals onto top PCs. The plot of PC3 vs PC4 shows that the Northwest European

(NW) individuals are further separated into Irish and Eastern European andNorthern European populations. Pro-

jected populations were colored based on correspondence to the ancestry assignment from SNPweights26, except

that Irish and Eastern European individuals were colored purple and orange, respectively, to indicate additional popu-

lation structure.
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Figure 1.6: [Signals of selection in the top PCs of GERA data.WedisplayManhattan plots for selection statistics

computed using each of the top 4 PCs. The grey line indicates the genome-wide significance threshold of 2.05×10−8

based on 2,435,924 hypotheses tested (α = 0.05, 608,981 SNPs× 4 PCs).
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signals were observed at additional known selection regions22,125 (Table A.6). After re-

moving the regions in Table 1.1, rerunning FastPCA and recalculating selection statis-

tics, all of these regions remained significant except for a region on chromosome 8 with

a known chromosomal inversion141,36 (Figure A.7 and Table A.7). Thus, the remaining

regions are not due to PC artifacts caused by SNPs inside these regions. We also found

that a significantly greater proportion of SNPs under selection failed Hardy-Weinberg

equilibrium, although the converse is not true, indicating that signals of selection are not

a result of H-W artifacts (Figure A.8). Detecting subtle signals of selection benefited from

the large sample size, as subsampling the GERA data set at smaller sample sizes and re-

computing PCs and selection statistics generally led to less significant signals (Table 1.2).

We note that several suggestive selection signals, including signals at the known selected

loci TLR122 and SLC45A2 125, are on the cusp of being significant and further increases

to sample size may increase power to detect selection at suggestive loci.

We identified a genome-wide significant signal of selection at rs1229984, a coding SNP

(Arg47His) in the alcohol dehydrogenase gene (ADH1B) (Table 1.1). The allele rs1229984*T

has been shown to have a protective effect on alcoholism risk34,149,79,46 and to produce an

REHH signal in East Asians57,79,100,105, but was not previously known to be under selec-

tion in Europeans. (Previous studies noted the higher frequency of the rs1229984*T allele

in western Asia compared to Europe, but indicated that selection or random drift were

both plausible explanations80,145.) We examined the allele frequency of the rs1229984*T

allele in the five subpopulations: AJ, SE, NE, IR and EE (Table A.8). We observed allele

frequencies of 0.21 in AJ, 0.10 in SE, and 0.05 or lower in other subpopulations, consis-

tent with the higher frequency of the rs1229984*T in western Asia. A comparison of NE

31



Locus Chr Region (Mb) PC Best Hit p-value
LCT 11 2 134.8 - 137.6 1 rs6754311 4.15× 10−27

3 rs4988235 1.83× 10−29

ADH1B 4 100.5 1 rs1229984 1.67 × 10−14

IRF422,106 6 0.3 - 0.5 3 rs12203592 8.69× 10−22

4 1.83× 10−56

HLA30 6 30.8 - 33.3 1 rs382259 7.95× 10−14

3 rs9268628 6.52× 10−19

4 rs34707463 4.76× 10−12

IGFBP3 7 45.3-45.9 2 rs150353309 3.14 × 10−12

Chr8 Inversion141 8 8.2 - 11.9 4 rs6984496 9.21× 10−13

IGH 14 106.0-106.1 2 rs34614900 3.34 × 10−9

OCA2 147,106 15 25.9 - 26.2 1 rs12916300 1.12× 10−8

2 3.07× 10−9

3 4.29× 10−14

Table 1.1: Genome-wide significant signals of selection in GERA data.We list regions with genome-wide significant

(α = 0.05, Bonferroni correction with 608,981 SNPs× 4 PCs = 2,435,924 hypotheses tested, p < 2.05× 10−8) ev-

idence of selection in the top 4 PCs. We provide previous reference(s) where available; remaining loci are indicated in

bold font. The chromosome 8 inversion signal is due to a PC artifact (seemain text). Regions with suggestive evidence

of selection (10−6 < p < 2.05× 10−8) are listed in Table A.5.

to the remaining subpopulations using the discrete subpopulation selection statistic12 also

produced a genome-wide significant signal after correcting for all hypotheses tested (Table

A.9); this is not an independent experiment, but indicates that this finding is not due to

assay artifacts affecting PCs.

To further understand the selection at this locus, we examined the allele frequency of

rs1229984*T in 1000 Genomes project136 populations, along with the allele frequency of

the regulatory SNP rs3811801 that may also have been a target of selection in Asian pop-

ulations79. The haplotype carrying rs3811801*A (and corresponding haplotype H7) was

absent in populations outside of East Asia (Table A.10). This indicates that if natural

selection acted on this SNP in Asian populations, selection acted independently at this

locus in Europeans. One possible explanation for these findings is that rs1229984 is an
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older SNP under selection in Europeans, while rs3811801 is a newer SNP under strong

selection in Asian populations leading to the common haplotype found in those popula-

tions.

The insulin-like growth factor-binding protein gene (IGFP3) had two SNPs reaching

genome-wide significance. Genetic variation in IGFBP3 has been associated with breast

cancer49, height, blood pressure45 and hypertension159, although the published associ-

ated SNPs are not in LD with the two SNPs we detected. The immunoglobulin heavy

locus (IGH) had one genome-wide-significant SNP and two suggestive SNPs with p-value

< 10−6 (Table 1.1). Genetic variation in IGH has been associated with multiple scle-

rosis19, although the published associated SNPs are not in LD with the three SNPs we

detected. The IGFBP3 and IGH SNPs each had substantially higher minor allele fre-

quencies in Eastern Europeans, but were not genome-wide significant under the discrete

subpopulation selection statistic12 (Table A.11 and Table A.12). The existence of multi-

ple SNPs at each of these loci with p < 10−6 for the PC-based selection statistic suggests

that these findings are not the result of assay artifacts.

1.6 Discussion

We have detected new, genome-wide significant signals of selection by applying a PC-

based selection statistic to top PCs computed using FastPCA, a computationally efficient

(linear-time and linear-memory) algorithm. Although mixed model association methods

are increasingly appealing for conducting genetic association studies156,83, we anticipate

that PCA will continue to prove useful in population genetic studies, in characterizing

population stratification when present in association studies, in supplementing mixed
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model association methods by including PCs as fixed effects in studies with extreme

stratification, and in correcting for stratification in analyses of components of heritabil-

ity153,155. Our PC-based selection statistic extends previous statistics developed for dis-

crete populations12. In contrast to previous work on detecting selection using PCs160,132

or using the spatial ancestry analysis (SPA) method157, our statistic is able to detect sig-

nals at genome-wide significance, a key consideration in genome scans for selection14. Our

work demonstrates the advantages of comparing closely related populations in very large

sample sizes to detect subtle signals of selection, whereas very recent studies applying re-

lated methods to smaller sample sizes detected genome-wide significant signals only at

previously known loci60,27. In particular, we detected genome-wide significant evidence of

selection in Europeans at ADH1B, which was previously reported to be under selection

in East Asian populations57,79,100,105 using REHH123 (which can only detect relatively re-

cent signals and does not work on standing variation96). We also detected genome-wide

significant evidence of selection at the disease-associated IGFBP3 and IGH. While the

SNPs under selection at these loci are not in LD with the disease-associated SNPs identi-

fied in previous association studies, these genes are biologically important and there may

be other phenotypes associated with the selected SNPs. Although we emphasize the im-

portance of genome-wide significance, loci with suggestive signals of selection that do not

reach genome-wide significance could potentially be used to increase the power of disease

mapping68.

We note that our work has several limitations. First, top PCs do not always reflect

population structure, but may instead reflect assay artifacts28 or regions of long-range

LD141; however, PCs 1-4 in GERA data reflect true population structure and not assay
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artifacts, because the PCs (and the signals of selection they detect) remained nearly un-

changed after removing regions with significant signals of selection (Table 1.1) and rerun-

ning PCA. Second, common variation may not provide a complete description of popula-

tion structure, which may be different for rare variants88; we note that based on analysis

of real sequencing data with known structure, we recommend that LD-pruning and re-

moval of singletons (but not all rare variants) be applied in data sets with pervasive LD

and large numbers of rare variants. Third, our selection statistic is only capable of detect-

ing that selection occurred, but not when or where it occurred; indeed, top PCs may not

perfectly represent the geographic regions in which selection occurred, underscoring that

interpretation of results can be a fundamental limitation of model-free methods. Fourth,

our selection statistic performs best when allele frequencies vary linearly along a PC; the

SPA method157 (see above) models allele frequency as a logistic function and is not con-

strained by this limitation. Despite these limitations, we anticipate that FastPCA and

our PC-based selection statistic will prove valuable in analyzing the very large data sets

of the future.
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2
Population structure and natural selecton

in the United Kingdom

2.1 Preface

The following work was published in the November 2016 issue of The American

Journal of Human Genetics44, titled Population structure of UK Biobank and ancient

Eurasians reveals adaptation at genes influencing blood pressure with co-authors Po-Ru
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Loh, Swapan Mallick, Nick J. Patterson and Alkes L. Price. We apply the FastPCA al-

gorithm and PC-based natural selection statistic to 113k samples in the UK Biobank

dataset131. We detected five axes of variation in individuals of British ancestry in the

UK, onto which we projected ancient DNA samples73,52,87 to detect how ancient popula-

tion migrations affected the genetic make-up of the UK. We detected natural selection in

fucosyltransferase 2 and combined our natural selection statistic with one that compares

modern populations to ancestral ones87 to determine additional signals of selection at

genes that affect blood pressure.

2.2 Abstract

Analyzing genetic differences between closely related populations can be a powerful way

to detect recent adaptation. The very large sample size of the UK Biobank is ideal for

detecting selection using population differentiation, and enables an analysis of UK popula-

tion structure at fine resolution. In analyses of 113,851 UK Biobank samples, population

structure in the UK is dominated by 5 principal components (PCs) spanning 6 clusters:

Northern Ireland, Scotland, northern England, southern England, and two Welsh clusters.

Analyses with ancient Eurasians show that populations in the northern UK have higher

levels of Steppe ancestry, and that UK population structure cannot be explained as a sim-

ple mixture of Celts and Saxons. A scan for unusual population differentiation along top

PCs identified a genome-wide significant signal of selection at the coding variant rs601338

in FUT2 (p = 9.16 × 10−9). In addition, by combining evidence of unusual differentiation

within the UK with evidence from ancient Eurasians, we identified genome-wide signifi-

cant (p < 5 × 10−8) signals of recent selection at two additional loci: CYP1A2/CSK and

38



F12. We detected strong associations to diastolic blood pressure in the UK Biobank for

the variants with selection signals at CYP1A2/CSK (p = 1.10 × 10−19) and for variants

with ancient Eurasian selection signals in the ATXN2/SH2B3 locus (p = 8.00 × 10−33),

implicating recent adaptation related to blood pressure.

2.3 Introduction

Detecting signals of selection can provide biological insights into adaptations that have

shaped human history123,95,96,126. Searching for genetic variants that are unusually dif-

ferentiated between populations is a powerful way to detect recent selection on standing

variation130; this approach has been applied to detect signals of selection linked to lac-

tase persistance11,143, fatty acid decomposition41, hypoxia response158,15,84, malaria resis-

tance56,5,51, and other traits and diseases71,104,58,69.

Leveraging population differentiation to detect selection is particularly powerful when

analyzing closely related subpopulations with large sample sizes12. Here, we analyze

113,851 samples of UK ancestry from the UK Biobank in conjunction with recently pub-

lished People of the British Isles (PoBI)77 and ancient DNA73,52,87,127 data sets to draw

inferences about population structure and recent selection. We employ a recently devel-

oped selection statistic that detects unusual population differentiation along continuous

principal components (PCs) instead of between discrete subpopulations43, and combine

our results with independent results from ancient Eurasians87. We detect three interest-

ing signals of selection, and show that genetic variants at these and previously reported87

signals of selection are strongly associated to diastolic blood pressure in UK Biobank sam-

ples.
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2.4 Methods

2.4.1 UK Biobank data set

The UK Biobank phase 1 data release contains 847,131 SNPs and 152,729 samples. We

removed SNPs that were multi-allelic, had a genotyping rate less than 99%, or had mi-

nor allele frequency (MAF) less than 1%. We also removed samples with non-British an-

cestry (including admixed samples) as well as samples with a genotyping rate less than

98%. This left 510,665 SNPs and 118,650 samples, a data set that we call ”QC*.” Us-

ing PLINK225, we removed SNPs not in Hardy-Weinberg equilibrium (p < 10−6), and

we LD-pruned SNPs to have r2 < 0.2. We then generated a genetic relationship matrix

(GRM) and removed one of each any pair of samples with relatedness greater than 0.05.

This data set, which we call ”LD,” contained 210,113 SNPs and 113,851 samples. Taking

the full set of SNPs from the QC* data set and the set of unrelated samples from the LD

data set produces the final ”QC” dataset.

2.4.2 PoBI and POPRES data sets

The 2,039 UK PoBI samples were a subset of the 4,371 samples collected as part of the

PoBI project77. The 2,039 samples were a subset of the 2,886 samples genotyped on

the Illumina Human 1.2M-Duo genotyping chip, with 2,510 samples passing QC proce-

dures and 2,039 samples with all four grandparents born within 80km of each other. This

dataset allows us to examine the population genetics of the UK prior to the migrations of

the late 19th and early 20th centuries. We also examined 2,988 European POPRES sam-

ples from the LOLIPOP and CoLaus collections92. These samples were genotyped on the
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Affymetrix GeneChip 500K Array. The POPRES dataset allows us to compare the UK

Biobank population structure with that of continental Europe.

2.4.3 Ancient DNA data sets

Ancient DNA was gathered from several regions. 9 Steppe samples were collected from

the Yamna oblast in Russia52, 7 west-European hunter-gatherers from Loschbour73, 26

Neolithic farmer samples from the Anatolian region52, and 10 Saxon samples from three

sites in the UK127. DNA was extracted from bone tissue, PCR amplified and then puri-

fied using a hybrid capture approach52,87,127. The resulting DNA was sequenced on Illu-

mina MiSeq, HiSeq or NextSeq platforms. Sequenced reads were aligned to the human

genome using BWA and called SNPs were intersected with the SNPs found on the Hu-

man Origins Array102.

2.4.4 PCA

We ran PCA on the UK Biobank LD dataset using the FastPCA software in EIGEN-

SOFT43. We identified several artifactual PCs that were dominated by regions of long-

range LD (Figure B.1). Removing loci with significant or suggestive selection signals (Ta-

ble B.1) along with their flanking 1Mb regions from the LD data set and rerunning PCA

eliminated these artifactual PCs (Figure B.2). We refer to the resulting data set with

202,486 SNPs and 113,851 samples as the ”PC” dataset. This dataset allows us to better

capture axes of variation that correspond to population structure rather than artifacts

due to LD.
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2.4.5 PC Projection

We projected PoBI77 (642,288 SNPs, 2,039 samples from 30 populations), POPRES92

(453,442 SNPs, 4,079 samples from 60 populations) and ancient DNA52,87 (159,588 SNPs,

52 samples from 4 populations) samples onto the UK Biobank PCs via PC projection103.

The SNPs in the UK Biobank QC data set were intersected with those in the projected

data set and A/T and C/G SNPs were removed due to strand ambiguity (75,254, 37,593

and 24,467 SNPs for PoBI, POPRES and ancient DNA, respectively). The intersected set

of SNPs was stringently LD-pruned for r2 < 0.05 using PLINK225 (leaving 27,769, 20,914

and 15,722 SNPs respectively). SNP weights were computed for the intersected set of

SNPs and these weights were then used to project the new samples onto the UK Biobank

PCs103.

2.4.6 Population cluster analysis

After running PCA, we clustered individuals with k-means clustering using 6 clusters on 5

PCs. We labeled clusters by comparing the centroids of each cluster with the centroids of

the projected PoBI populations, as well as by visual inspection. These clusters were then

analyzed by running TreeMix108,107 with default settings, in order to assess the hierarchi-

cal population structure between the clusters.

2.4.7 Pairwise discrete subpopulation-based selection statistic

Although we focus primarily on the PCA-based selection statistic from ref.43 (see be-

low), we also applied the discrete subpopulation-based selection statistic from ref.12,
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which we briefly review. Suppose we are given two populations with genetic distance

FST that are descended from a single ancestral population. The allele frequencies at a

particular SNP in these two populations (p1 and p2) follows a normal distribution with

p1, p2 ∼ N (pa, FST pa (1− pa)), where pa is the ancestral allele frequency of this SNP. As

a result, the allele frequency difference (D = p1 − p2) also follows a normal distribution

with mean 0 and variance 2FST pa (1− pa). Thus, the sample allele frequency difference

D̂ = p̂1 − p̂2 ∼ N(0, pa (1− pa)
(
2FST +N−1

1 +N−1
2

)
, where N1 and N2 are the number

of observed haplotypes from each population. By estimating F̂ST and p̂a = (p̂1 + p̂2)/2,

we can assess the statistical significance of unusually large values of D̂. We applied this

statistic to pairs of population clusters.

2.4.8 PCA-based selection statistic

We applied the PCA-based selection statistic from ref.43, which we briefly review. PCA is

equivalent to the singular value decomposition (X = UΣV T ) where X is the normalized

genomic matrix, U is the matrix of left singular vectors, V is the matrix of right singular

vectors, and Σ is a diagonal matrix of singular values. The singular values are related to

the eigenvalues of the genetic relationship matrix (GRM) by the relationship Λ = Σ2/M ,

where M is the number of SNPs used to compute the GRM XTX/M . The matrix U

has the properties UTU = I and U = XV Σ−1. By the central limit theorem, the ele-

ments of U follow a normal distribution and after rescaling by M they follow a chi-square

(1 d.o.f.) distribution. In other words, the statistic M(XiV k)
2/Σ2

k = (XiV k)/Λk for

the ith SNP at the kth PC follows a chi-square (1 d.o.f.) distribution43. One benefit of

this statistic is that the PCs can be generated on one set of SNPs (here we used the PC
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dataset described earlier in order to capture axes of variation related to true population

structure) and the selection statistic can be calculated on another set of SNPs (we used

the QC dataset in order to maximize the set of SNPs evaluated for signals of selection).

Signals of selection were clustered by considering all SNPs for which the p-value with

respect to at least one PC was less than an initial threshold (which we set at 10−6) and

clustering together SNPs within 1Mb. SNPs with signals on different PCs but in close

proximity were clustered together because loci often have signals of selection on multiple

PCs. We defined genome-wide significant loci based on clusters that contained at least

one SNP with a p-value smaller than the genome-wide significance threshold. Since we an-

alyzed 5 PCs and 510,665 SNPs, the genome-wide significance threshold was 0.05/ (5× 510, 665) =

1.96 × 10−8. We defined suggestive loci based on clusters with at least two SNPs crossing

the initial threshold (but none crossing the genome-wide significance threshold).

2.4.9 Combined selection statistic

We intersected the chi-square (4 d.o.f.) ancient Eurasian selection statistics for 1,004,613

SNPs from Mathieson et al.87 with the PC-based chi-square (1 d.o.f.) UK Biobank selec-

tion statistics for 510,665 QC SNPs, producing a list of 115,066 SNPs. For each SNP and

each PC, we added the ancient Eurasian selection statistics to the UK Biobank selection

statistics for that PC, producing chi-square (5 d.o.f.) statistics which we corrected using

genomic control.
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2.4.10 Association tests

Association analyses were performed using PLINK225 with the top 5 PC as covariates

using the ”–linear” or ”–logistic” flags.

2.5 Results

2.5.1 Population Structure in the UK Biobank

We restricted our analyses of population structure to 113,851 UK Biobank samples of UK

ancestry and 202,486 SNPs after quality control (QC) filtering and linkage disequilibrium

(LD) pruning (see Methods). We ran principal components analysis (PCA) on this data,

using our FastPCA implementation43. We determined that the top 5 PCs represent geo-

graphic population structure (Figure 2.1) by visually examining plots of the top 10 PCs

(Figure B.2), observing that the eigenvalues for the top 5 PCs were above background

levels. PC1 through PC4 were also strongly correlated with birth coordinate (Table B.2).

The eigenvalue for PC1 was 20.99, which corresponds to the eigenvalue that would be ex-

pected at this sample size for two discrete subpopulations of equal size with an FST of

1.76× 10−4(Table B.2).

We ran k-means clustering on these 5 PCs to partition the samples into 6 clusters,

since K PCs can differentiate K + 1 populations (Figure 2.1, Table 2.1, Figure B.3).

To identify the populations underlying the 6 clusters, we projected the PoBI dataset77,

comprising 2,039 samples from 30 regions of the UK, onto the UK Biobank PCs (Fig-

ure 2.2, Figure B.4). The individuals in the PoBI study were from rural areas of the UK

and had all four grandparents born within 80 km of each other, allowing a glimpse into
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Figure 2.1: Results of PCAwith k-means clustering. The top 5 PCs in UKBiobank data are displayed. Samples were

clustered using these PCs into 6 clusters with k-means clustering (see Table 2.1). PC5 is plotted against PC2, because
PC5 primarily separated the orange and red clusters, which were separated from the other clusters by PC2.

Color Count Cluster Name PoBI Populations
Purple 19,452 Northern England Yorkshire, Lancashire
Blue 41,494 Southern England Hampshire, Devon, Norfolk
Brown 12,895 Northern Ireland Northern Ireland
Green 21,215 Scotland Argyll and Bute, Banff and

Buchan, Orkney
Red 14,190 North Wales North Wales
Orange 4,605 South Wales / Pembrokeshire North Pembrokeshire,

South Pembrokeshire

Table 2.1: Correspondence betweenUKBiobank clusters and PoBI populations. We report the PoBI population that

most closely corresponds to each UKBiobank cluster (seemain text).
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the genetics of the UK before the increase in mobility of the 20th century. We selected

representative PoBI sample regions that best aligned with the 6 UK Biobank clusters by

comparing centroids of each projected population region with those from the UK Biobank

clusters via visual inspection (see Methods, Table 2.1). The largest cluster represented

southern and eastern England, three clusters represented different regions in the north-

ern UK (northern England, Northern Ireland and Scotland) and two clusters represented

north and south Wales. The PCs separated the six UK clusters along two general geo-

graphical axes: a north-south axis and a Welsh-specific axis. PC1 and PC3 both sepa-

rated individuals on north-south axes of variation, with southern England on one end and

one of the northern UK clusters on the other. PC2 separated the Welsh clusters from the

rest of the UK. PC4 separated the Scotland cluster from the Northern Ireland cluster.

PC5 separated the north Wales and south Wales (also known as Pembrokeshire) clusters

from each other. To confirm these clusterings, we ran TreeMix108,107 on our UK Biobank

clusters (Figure B.5) as well as the UK Biobank clusters and PoBI populations (Figure

B.6), and found that the Celtic subpopulations were grouped separately from the Saxon-

related subpopulations; surprisingly, the north and south Wales clusters were separated

by TreeMix, which we attribute to the north Wales cluster potentially containing Saxon-

related samples (we note the low FST values between north Wales and southern England;

see FST values in Table B.6). Overall, our results were generally similar to those from the

PoBI study77; for example, both analyses identified a Welsh axis of differentiation (PC2)

and split northern and southern Wales (PC5). We also observed some differences due to

the different sampling schemes; in particular, the UK Biobank data set contained many

more Irish and Scottish samples (driving variation along PC1) and fewer Orkney samples,
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Figure 2.2: Results of PCAwith projection of PoBI samples. The top 5 PCs in UKBiobank data are displayedwith

PoBI samples projected onto these PCs. PoBI populations which visually best matched the clusters from k-means
clustering were used to assign names to the six clusters (Table 2.1).

which impacted the clustering of PoBI samples.

We next analyzed UK Biobank population structure in conjunction with ancient DNA

samples. Modern European populations are currently thought to have descended from

three ancestral populations: Steppe, Mesolithic Europeans and Neolithic farmers73,52.

We projected ancient samples from these three populations as well as ancient Saxon sam-

ples127 onto the UK Biobank PCs (Figure 2.3, Figure B.7, see Methods). These popula-

tions were primarily differentiated along PC1 and PC3, indicating higher levels of Steppe

ancestry in northern UK populations. Additionally, the lack of any ancient sample corre-

lation with PC2 suggests that Welsh populations are not differentially admixed with any

ancient population in our data set, and likely underwent Welsh-specific genetic drift. We

confirmed these findings by projecting pan-European POPRES92 samples onto the UK

Biobank PCs (see Methods, Figure B.8). We note that the Irish and Scottish POPRES

populations are projected on top of their corresponding UK Biobank population clusters.

Of the continental European populations, Russians (who have the most Steppe ancestry)

are projected farther in the Steppe direction along PC1 and PC3 compared with Spanish
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Figure 2.3: Results of PCAwith projection of ancient samples. The top 5 PCs in UKBiobank data are displayedwith

ancient samples projected onto these PCs.

and Italians (who have least Steppe ancestry52). Additionally, none of the continental Eu-

ropean populations projected onto the same regions as the Welsh on PC2 and PC5. We

ran TreeMix on the UK Biobank clusters and ancient populations (Figure B.9) as well as

the UK Biobank clusters and POPRES populations (Figure B.10); while population struc-

ture inferences using the ancient populations were challenging, the UK Biobank samples

were most closely grouped with the Scottish and Irish POPRES samples.

In addition to the impact of ancient Eurasian populations, we know that the genetics

of the UK has been strongly impacted by Anglo-Saxon migrations since the Iron Age127,

with the Angles arriving in eastern England and the Saxons in southern England. The

Anglo-Saxons interbred with the native Celts, which explains much of the genetic land-

scape in the UK. We analyzed a variety of samples from predominantly Celtic (Scotland

and Wales) and Anglo-Saxon (southern and eastern England) populations from modern

Britain in conjunction with the PoBI samples77 and 10 ancient Saxon samples from east-

ern England127 in order to assess the relative amounts of Steppe ancestry. We computed

f4 statistics102 of the formf4 (Steppe,Neolithic Farmer;Pop1, Pop2)where Steppe and
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Pop2
Grouping Pop1 Hampshire Devon Norfolk
Ancient Saxon 2.543 3.732 5.118
Scotland Argyll and Bute 3.323 6.223 9.560
North Wales North Wales 1.918 5.239 8.490
South Wales North Pembrokeshire 1.759 4.430 7.124

Table 2.2: Results of f4 statistics in ancient andmodern British samples. We report f4 statistics of of the form
f4 (Steppe, Neolithic Farmer; Pop1, Pop2), representing a z-score with positive values indicatingmore
Steppe ancestry in Pop1 than Pop2 . Samples for Pop1were either modern Celtic (Scotland andWales) or ancient

Saxon. Samples for Pop2weremodern Anglo-Saxon (southern and eastern England).

Neolithic Farmer populations are from ref.73,52, Pop1 is either a modern Celtic (Scotland

or Wales) or ancient Saxon population and Pop2 is a modern Anglo-Saxon (southern and

eastern England) population (Table 2.2, Table B.3). This statistic is sensitive to Steppe

ancestry with positive values indicating more Steppe ancestry in Pop1 than Pop2. We

consistently obtained significantly positive f4 statistics, implying that both the modern

Celtic samples and the ancient Saxon samples have more Steppe ancestry than the mod-

ern Anglo-Saxon samples from southern and eastern England. This indicates that south-

ern and eastern England is not exclusively a genetic mix of Celts and Saxons, which each

have more Steppe ancestry. There are a variety of possible explanations, but one is that

the present genetic structure of Britain, while subtle, is quite old, and that southern Eng-

land in Roman times already had less Steppe ancestry than Wales and Scotland.

2.5.2 Signals of Natural Selection

We searched for signals of selection using a recently developed selection statistic that de-

tects unusual population differentiation along continuous PCs43. Notably, this statistic

is able to detect selection signals at genome-wide significance. We analyzed the top 5 UK

Biobank PCs (which were computed using LD-pruned SNPs), and computed selection

50



statistics at 510,665 SNPs, reflecting the set of SNPs after QC but before LD-pruning

(see Methods). The Manhattan plot for PC1 is reported in Figure 2.4, with additional

plots in Figure B.11. We detected genome-wide significant signals of selection at FUT2

and at several loci with widely known signals of selection (Table 2.3). Loci with sugges-

tive signals of selection (p < 10−6) are reported in Table B.4. FUT2 has also previously

been reported as a target of natural selection37,40; those results focused on frequency

differences between highly diverged continental populations, whereas our results impli-

cate much more recent selection because UK Biobank populations diverged much more

recently than continental populations. FUT2 encodes fucosyltransferase 2, an enzyme

that affects the Lewis blood group. The SNP with the most significant p-value, rs601338,

is a coding variant where the variant rs601338*G encodes the secretor allele and the

rs601338*A variant encodes the nonsecretor allele, which protects against the Norwalk

norovirus140,23. This SNP also affects the progression of HIV infection67 , and is associ-

ated with vitamin B12 levels59, Crohn’s disease89 , celiac disease and inflammatory bowel

disease101, possibly due to changes in gut microbiome energy metabolism144. rs601338*A

is more common in northern UK samples (Table B.5). The GERA6 and PoBI77 data

sets do not include rs601338, but exhibited similar allele frequency patterns at rs492602

and rs676388 (Table B.5), two linked SNPs in FUT2 whose allele frequencies vary on a

north-south axis in UK Biobank data. All three SNPs had genome-wide significant sig-

nals of selection in UK Biobank, and rs601338 and rs492602 were also genome-wide signif-

icant when analyzing the 6 UK Biobank clusters described above using a test for selection

based on unusual differentiation between pairs of discrete subpopulations (Table B.6). On

the other hand, rs492602 and rs676388 were only suggestively significant (p < 1.00× 10−6)
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Locus Chromosome Position (Mb) PC Top SNP p-value
LCT 11 2 134.9 - 137.2 1 rs7570971 3.96× 10−15

TLR161 4 38.8 - 38.9 1 rs4833095 7.96× 10−15

2 1.27× 10−8

3 7.89× 10−9

4 1.54× 10−11

IRF422,106 6 0.4 - 0.5 1 rs62389423 2.31× 10−43

HLA30 6 31.1 - 32.9 1 rs9366778 8.45× 10−9

FUT2 19 49.2 - 49.2 1 rs601338 9.16× 10−9

Table 2.3: Top signals of selection for UKBiobank along PC1-PC5. We report the top signal of natural selection for

each locus reaching genome-wide significance (p < 1.96 × 10−8) along any of the top five PCs. Neighboring SNPs

<1Mb apart with genome-wide significant signals were grouped together into a single locus.

in tests for selection using the GERA data set (Table B.7), emphasizing the advantage

of analyzing more closely related subpopulations in very large sample sizes in the UK

Biobank data set.

To detect additional signals of selection, we combined our PC-based selection statistics

from the UK Biobank data with a previously described selection statistic that detects un-

usual allele frequency differences after the admixture of ancient Eurasian populations by

identifying SNPs whose allele frequencies are inconsistent with admixture proportions in-

ferred from genome-wide data87. For each of PC1-PC5 in UK Biobank, we summed our

chi-square (1 d.o.f.) selection statistics for that PC with the chi-square (4 d.o.f.) selec-

tion statistics from ref. 23 to produce chi-square (5 d.o.f.) statistics that combine these

independent signals (see Methods). We confirmed the independence of the two selection

statistics by examining the correlations between the two selection statistics and check-

ing that the combined statistics were not substantially inflated, obtaining λGC values of

1.04-1.06 (Table B.8; see Figure B.12 for P-P plot). In order to produce maximally conser-

vative statistics, we corrected our combined statistics by these λGC values. We looked for
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Figure 2.4: Selection statistics for UKBiobank along PC1. AManhattan plot with− log10 (p) values is displayed.
Values above the significance threshold (dotted line, p = 1.96 × 10−8,α = 0.05 after correcting for 5 PCs
and 510,665 SNPs) are displayed as larger points and are labeled with the locus they correspond to (see Table 2.3).

− log10 (p) values larger than 10 are truncated at 10 for easier visualization and are displayed as even larger points.

signals that were genome-wide significant in the combined selection statistic but not in

either of the constituent UK Biobank or ancient Eurasian selection statistics. Results are

reported in Table 2.4.

We detected genome-wide significant signals of selection at the F12 and CYP1A2

/CSK loci. We are not currently aware of previous evidence of selection at F12. F12

codes for coagulation factor XII, a protein involved in blood clotting119. The SNP at

the F12 locus, rs2545801 was suggestively significant in the ancient Eurasian analysis

(p = 5.35 × 10−8), and combining it with the UK Biobank selection statistic on PC2 pro-

duced a genome-wide significant signal. This SNP has been associated with activated par-

tial thromboplastin time, a measure of blood clotting speed where shorter time is a risk

factor for strokes135. An additional significant SNP at F12, rs2731672, affects expression
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of F12 in liver64 and is associated with plasma levels of factor XII50. The CYP1A2/CSK

locus has previously been reported as a target of natural selection when comparing inter-

continental allele and haplotype frequencies150,32, but our results implicate much more

recent selection. The two detected SNPs at this locus are in strong LD (r2 = 0.858). The

top SNP, rs1378942, is in an intron in the CSK gene. This SNP has greatly varying allele

frequency across continents32, is associated with blood pressure93,134 and systemic scle-

rosis (an autoimmune disease affecting connective tissue)86 . The second SNP, rs2472304

in CYP1A2, is associated with esophageal cancer151 , caffeine consumption29 and may

mediate the protective effect of caffeine on Parkinson’s disease109 .

We tested SNPs with genome-wide significant signals of selection in the constituent

UK Biobank or ancient Eurasian scans or the combined scan for association with 15 phe-

notypes in the UK Biobank data set, using the top 5 PCs as covariates (Table B.9, see

Methods). The top SNP at F12 (rs2545801) was associated with height (p = 4.8× 10−11),

and the top SNP at CYP1A2/CSK (rs1378942) was associated with diastolic blood pres-

sure (DBP) (p = 3.6× 10−19) and hypertension (p = 4.8× 10−9), consistent with previous

findings63. We detected additional associations with DBP (p = 8.00 × 10−33) and hy-

pertension (p = 1.30 × 10−1) at the ATXN2/SH2B3 locus which was reported as under

selection in the ancient Eurasian scan. The top SNP in ATXN2/SH2B3, rs3184504, is

known to be associated with blood pressure138. We note that PC1 and PC3 were strongly

associated with height in the UK Biobank data set, and PC3 and PC4 were associated

with DBP (Table B.10). GRK4124, AGT 124 and ATP1A151 have also been reported to

be under selection and to be associated with DBP or hypertension. None of the SNPs in

GRK4 or ATP1A1 were found to be under selection or associated with DBP or hyperten-
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sion in our analyses. The AGT SNP rs699 was associated with DBP (p = 7.2 × 10−10)

and nominally associated to hypertension (p = 4.8 × 10−4), although it did not produce a

significant signal of selection in our analyses.

2.6 Discussion

In this study, we used PCA to analyze the population structure of a large UK cohort

(N = 113, 851). We detected 5 PCs representing geographic population structure that

partitioned this cohort into six subpopulation clusters. Projecting ancient samples onto

these PCs revealed greater Steppe ancestry in northern UK samples. No ancient samples

were found to vary along the Welsh-specific axis, suggesting that the Welsh populations

differ from the rest of the UK due to drift and not different levels of admixture. We also

determined that UK population structure cannot be explained as a simple mixture of

Celts and Saxons.

We leveraged the subtle population structure and large sample size of the UK Biobank

data set to detect signals of natural selection. We determined that the rs601338*A allele

of FUT2 was more common in northern UK samples, suggesting that pathogens may have

exerted selective pressure in those populations. Combining a selection statistic that de-

tects selection via population differentiation within the UK with a separate statistic that

detects selection since ancient population admixture in Europe, we were able to detect se-

lection at two additional loci, F12 and CYP1A2/CSK. We additionally found associations

to diastolic blood pressure at CYP1A2/CSK and at the ATXN2/SH2B3 locus implicated

in a previous selection scan.

We conclude by noting three limitations in our work. First, we employed PCA, a widely
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used method for analyzing population structure43,103,97, but haplotype-based methods

such as fineSTRUCTURE may be more powerful77,72,139; recent advances in computation-

ally efficient phasing82,99 increase the prospects for applying such methods to biobank

scale data. Second, we employed methods designed to detect selection at individual loci,

but did not employ methods to detect polygenic selection115,114,146,10,120; our observation

that top PCs were correlated with height and DBP in the UK Biobank data set, which

could potentially be consistent with the action of polygenic selection on these traits, mo-

tivates further analyses of possible polygenic selection. Finally, the PC-based test for se-

lection that we employed assumes that allele frequencies vary linearly along a PC. The

spatial ancestry analysis (SPA) method157,8,7 allows for a logistic relationship between

allele frequency and ancestry, and is not constrained by this limitation. However, the ad-

vantage of the PC-based test for selection over SPA is that it provides an assessment of

statistical significance (p-values), allowing for the detection of genome-wide significant

signals, a key consideration in genome scans for selection.
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3
Estimating cross-population genetic

correlations of causal effect sizes

3.1 Preface

The following work is being prepared with co-authors Po-Ru Loh, Hilary Finu-

cane, Yakir Reshef, Nick J. Patterson and Alkes L. Price.

58



3.2 Abstract

Recent studies have examined genetic correlations of SNP effect sizes across pairs of pop-

ulations to better understand the genetic architectures of complex traits. These studies

have estimated ρg, the cross-population correlation of joint-fit effect sizes at typed SNPs.

However, the value of ρg depends both on the cross-population correlation of true causal

effect sizes (ρb) and on the similarity in linkage disequilibrium (LD) patterns in the two

populations, which drive tagging effects. Here, we derive the value of the ratio ρg/ρb

as a function of LD in each population. By applying existing methods74,76,75 to obtain

estimates of ρg, we can use this ratio to estimate ρb. Our estimates of ρb were equal to

0.55 (s.e. 0.14) between Europeans and East Asians averaged across 9 traits in the GERA

data set, 0.54 (s.e. 0.18) between Europeans and South Asians averaged across 13 traits

in the UK Biobank data set, and 0.48 (s.e. 0.06) and 0.65 (s.e. 0.09) between Europeans

and East Asians in summary statistic data sets for type 2 diabetes (T2D) and rheumatoid

arthritis (RA), respectively. These results implicate substantially different causal genetic

architectures across continental populations.

3.3 Introduction

Differing patterns of linkage between SNPs (LD) across populations has been a blessing

and a curse in modern genetic studies. Because genome-wide association studies (GWAS)

analyze a subset of SNPs in the genome, differential LD between untyped causal SNPs

and nearby typed SNPs has led to advances in fine-mapping53 while also causing issues

in transferring the results of GWAS across populations18,122 . In this paper, we seek to
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address how much of the transferability of GWAS is due to different LD patterns versus

differences in underlying causal effect sizes.

Previous work18,31,85 on this topic has extended methods used to estimate the correla-

tion of effect sizes jointly fit at typed SNPs76,154,20 to cross-population effect size correla-

tions. For a pair of phenotypes, it is intuitive that each SNP may have a similar effect on

the phenotypes, and measuring the correlation of SNP effect sizes is a measure of how re-

lated these two phenotypes are. By applying the same approach to multiple populations,

we get a measure of how similarly typed SNPs affect different populations. These meth-

ods provide a measurement that is affected by several factors. Aside from the potential

of the causal effect sizes being different across populations (possibly due to gene-by-gene

or gene-by-environment interactions), differential LD and allele frequencies also affect cor-

relation measurements. To illustrate the effects of differential LD, consider the situation

in which there is an untyped SNP with the same non-zero effect size in a pair of popu-

lations with two nearby typed SNPs. If the causal SNP is in LD with one of the SNPs

while being independent of the other in the first population, and the situation is reversed

in the second population, the resulting measured effect size correlation will be 0 when in

fact it should be 1. To illustrate the effects of differential allele frequencies, consider the

situation in which a causal SNP is typed in two populations with the same per-allele ef-

fect size in both. If the SNP is rare in one population and common in the other, the per-

normalized-allele effect size in the population where the SNP is rare will be much lower

than the per-normalized-allele effect size in the other population.

Here, we propose a method to remove the effects of differential LD and allele frequen-

cies on cross-population SNP effect correlations. We have developed a theoretical predic-

60



tion of the ratio of the joint effect size correlation and the causal effect size correlation.

Additionally, we only center, but do not scale the genotypes so that we are measuring

per-allele rather than per-normalized allele effect sizes, although it has been shown that

the per-allele and per-normalized-allele effect size ratios are very similar18. We first es-

timate the per-allele joint fit effect size correlation, and then divide this quantity by the

τ -ratio to arrive at an estimate of the per-allele causal effect size correlation.

3.4 Methods

3.4.1 Overview of methods

Our methods focus on relating per-allele genetic effects at all SNPs (b) and the joint ge-

netic effects at typed SNPs (g). We note that g is a population level quantity, but can be

thought of as the linear estimate of the effect sizes in the limit the sample size approach-

ing infinity. The genetic effects at typed SNPs are dependent upon the genetic effects at

all SNPs through the LD as well as which set of SNPs is typed on a microarray. In relat-

ing the per-allele effect sizes, we will consider SNP covariance as a measure of LD (which

we call S) and centered genotypes X. We will also consider the parallel derivations for

per-normalized-allele genetic effects (β and γ for causal and joint effect sizes), using SNP

correlations of LD (which we call Σ) and the normalized genotypes W .

There are two ultimate goals from this work. The first is to test if the correlation of

per-allele genetic effects at all SNPs is in fact equal to one (ρb = 1); the correlation of

per-normalized-allele genetic effects (ρβ) may not equal one simply due to allele frequency

differences between a pair of populations. We approach this by measuring the correlation
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of genetic effects at typed SNPs (ρg) using existing methods18,154, and then deriving a

relation between ρg and ρb which we use to estimate ρ̂b.

3.4.2 Estimating cross-population correlations of joint-fit effect sizes

at typed SNPs

We begin by considering the joint effect sizes at typed SNPs, which is the quantity be-

ing estimated by mixed model methods153. We used bivariate REML74,76,75 on the raw

genotypes, as implemented in GCTA154, to estimate ρ̂g and ρ̂γ . REML models SNP effect

sizes as random variables through the following equations:Yk = XT
k,T gk + eg,kIn this for-

mulation, Yk is a mean-centered Nk × 1 vector of phenotypes in population k consisting of

Nk samples, Xk,T is a mean-centered MT ×Nk matrix of genotypes at MT typed SNPs in

population k, gk is a MT × 1 vector of per-allele joint fit effect sizes, and eg,k and eγ,k are

N × 1 random error vectors. In this formulation, the effect sizes for two populations are

i.i.d. across SNPs follow a normal distribution for SNP i.

g1i

g2i

 ∼ N

0,
 σ2

g1 σg1σg2ρg

σg1σg2ρg σ2
g2


 (3.1)

The per-normalized-allele effect sizes (γk) follow a similar derivation, except using Wk,

the normalized genotypes, in place of Xk. It is clear that the two formulations are not

equivalent, because rare alleles do not affect the variance of the phenotypes as much for

the per-allele effect size formulation. When computing the genetic relationship matrix

(GRM) for REML, it is important to compute it using X or W when attempting to com-

pute the ρg or ργ respectively. The GRM can be computed as
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Ag =
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T
2,T

 (3.2)

An alternate approach is Popcorn18, a maximum-likelihood based method can compute

per-allele and per-normalized-allele (genetic effect and genetic impact) correlations using

reference LD panels and summary statistics. We adjusted previously-published Popcorn

estimates of cross-population heritability between European and East Asian type-2 dia-

betes and rheumatoid arthritis18.

3.4.3 Relationship between cross-population genetic correlations of

joint-fit effect sizes and causal effect sizes

As noted above, the joint-fit effect sizes at typed SNPs can be thought of as linear esti-

mates of the effect sizes in the limit of the sample size approaching infinity. We derive

the relationship for per-allele affect sizes, although we note that the math holds for per-

normalized-allele effect sizes as well.

gk = lim
Nk→∞

ĝk = lim
Nk→∞

(
Xk,TX

T
k,T

)
Xk,TYk

= lim
Nk→∞

(
Xk,TX

T
k,T

)
Xk,T

[
XT

k bk + eb,k
]

= lim
Nk→∞

(
Xk,TX

T
k,T

)
Xk,TX

T
k,Abk

=
[
S(k)

]−1

TT
S
(k)
TAbk

S
(k)
TT gk = S

(k)
TAbk

(3.3)
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Xk,A is the M × Nk matrix of all mean-centered SNPs in population k, while S
(k)
TT and

S
(k)
TA are MT×MT and MT×M covariance matrices between just typed SNPs and between

typed and all SNPs, respectively, in population k. The next step is to note how the right

hand side of this equation relates to ρb:

E

[(
S
(1)
TAb1

)T (
S
(2)
TAb2

)]
= E

[
tr

(
bT1 S

(1)
ATS

(2)
TAb2
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= tr
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TAE

[
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]
S
(2)
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)
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(3.4)

The key to this formula is noting that pairs of causal effect sizes ((b1i, b2i)) are iid, which

is what allows us to convert the expectation into a scalar. However, this same assumption

is made when estimating pairs of joint effect sizes ((g1i, g2i)). Thus, we show:

ρgτ
(
S
(1)
TT , S

(2)
TT

)
= ρbτ

(
S
(1)
TA, S

(2)
TA

)
ρg
ρb

=
τ
(
S
(1)
TT , S

(2)
TT

)
τ
(
S
(1)
TA, S

(2)
TT

)
ργ
ρβ

=
τ
(
Σ
(1)
TT ,Σ

(2)
TT

)
τ
(
Σ
(1)
TA,Σ

(2)
TT

)
(3.5)

Here, Σ refers to the SNP correlation matrices. The ratio of τ functions that corre-

sponds to ρg
ρb

or ργ
ρβ

will be referred to as the τ -ratio throughout this paper. We note that

the trace of the product of the LD matrices corresponds to the sum of the entries of the
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Hadamard product of the two matrices.
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The denominator of the τ function contains the sums of LD scores, while the numerator

contains the sum of a cross-population analog of LD scores. Since squared correlations

are upwardly biased21, we can remove this bias by adjusting our squared correlation esti-

mates as in LD score regression21 and propagating that adjustment to squared covariance

estimates.
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(2)
ij√(∑

i,j S̃
2
(1)

ij

)(∑
i,j S̃

2
(2)

ij

)

(3.7)

We also performed windowing on our LD calculations by setting Ŝ
(k)
ij and Σ̂

(k)
ij to 0 if

the distance between SNPs i and j was greater than 1MB as in LD score regression21.
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3.4.4 Simulations with real genotypes and simulated phenotypes

For realistic simulations, we sampled real genotypes from GERA (see below), generated

phenotypes and set aside a set of typed SNPs. We sampled N1 GERA-EUR and N2

GERA-EAS samples. We sampled MT typed SNPs from the available SNPs on one chro-

mosome, and MC causal SNPs again sampled from either the set of all SNPs or the set

of untyped SNPs. We simulated MC pairs of causal effect sizes by sampling them from

a N (0,Pb) distribution, where Pb is the 2 × 2 equicorrelation matrix with ρb, the causal

effect correlation, on the off-diagonal. We multiplied the simulated genotypes by the vec-

tors of population effect sizes within their corresponding population to create phenotypes.

The resulting phenotypes were scaled to have mean 0 and variance h2. We added random

error sampled from N
(
0, 1− h2

)
to the phenotypes to create the final phenotypes.

3.4.5 1000 Genomes dataset

The 1000 Genomes137 dataset contains 503 individuals of European ancestry (EUR), 504

individuals of East Asian ancestry (EAS) and 489 individuals of South Asian ancestry

(SAS). We performed QC in each population separately, retaining only bi-allelic SNPs

in Hardy-Weinberg equilibrium (p>0.001) with MAF>0.1% and excluded SNPs with du-

plicate IDs, leaving 13,258,254 EUR SNPs, 12,285,372 EAS SNPs and 24,463,301 SAS

SNPs. We then performed additional MAF thresholding (1% for the main analysis) and

retained SNPs that were above the MAF threshold in each pair of populations as was

done in other work18,31,85. This left 1,352,543 EUR-EAS SNPS and 2,115,911 EUR-SAS

SNPs.
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3.4.6 GERA data set

The Genetic Epidemiology Research on Adult Health and Aging (GERA)6 data set con-

tains 62,318 individuals of European ancestry (GERA-EUR) and 5,188 individuals of

East Asian ancestry (GERA-EAS) genotyped on population-specific microarrays contain-

ing 657,184 and 694,877 SNPs, respectively. We performed QC in each population sep-

arately, retaining only bi-allelic SNPs with MAF greater than 1% (as was done in other

work18,31,85) and missing genotype rate less than 2%. Only SNPs that passed filters for

both populations were retained for simulations, leaving 351,421 SNPs. This set was addi-

tionally intersected with the 1000 Genomes SNPs, leaving 315,434 SNPs. Related individ-

uals and individuals with a greater than 2% missing data rate were also excluded, leaving

45,725 GERA-EUR and 3,357 GERA-EAS samples.

3.4.7 UK Biobank data set

The UK Biobank131 data set contains 120,286 individuals of British ancestry (UKB-EUR)

and 1,784 individuals of South Asian ancestry (UKB-SAS) genotyped at 847,131 SNPs.

We performed QC as with the GERA data set, retaining only SNPs common to both pop-

ulations and 1000 Genomes, leaving 392,598 SNPs, 116,478 UKB-EUR samples and 1,706

UKB-SAS samples.

3.4.8 RA and T2D summary statistics

Previous work18 has computed ρg on 2,539,629 typed or imputed SNPs in rheumatoid

arthritis (RA) and 1,054,079 typed or imputed SNPs for type-2 diabetes (T2D). These

67



estimates of ρg were derived from summary statistics that were computed from 58,284

individuals of European descent and 22,515 individuals of East Asian descent for RA and

69,033 individuals of European descent and 18,817 individuals of East Asian descent for

T2D.

3.5 Results

3.5.1 Simulations

To evaluate the performance of the ρg/ρb ratio in a situation where ρb is known, we sam-

pled real genotypes from GERA chromosome 11 and simulated phenotypes (see Methods).

We then computed ρ̂g using REML, and compared ρ̂g/ρb to our theoretical ρg/ρb ratio.

We first noted an issue where the theoretical ρg/ρb was lower than ρ̂g/ρb. We noted that

truncating LD beyond 1MB (see Methods) did corrected this effect, leading us to the con-

clusion that the theoretical ρg/ρb ratio is sensitive to noise in long-range estimates of SNP

correlation (Figure C.1). This effect was not as prevalent when examining the τ -ratio in

1000 Genomes SNPs (Figure C.2), though adjusting for inflation in r̂2 was crucial. After

removing LD beyond 1MB, the τ -ratio converted estimates of ρ̂g to ρ̂b which were accu-

rate under a range of values for ρb (Figure 3.1). The key finding from our simulations

was that estimates of ρg were not accurate when heritability was small (Figure 3.2). Oth-

erwise, our correction factor worked for different numbers of typed SNPs, causal SNPs,

samples in each population and an imbalanced number of samples (Figure C.3).
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Figure 3.1: Estimates of cross-population heritability in chromosome 11 simulations are accurate. Weperformed

simulations with 2k European and 2k East Asian samples on chromosome 11with 5k typed SNPs and 100 causal SNPs

(seeMethods). ρb was varied andh
2 was fixed at 0.8. After estimating ρg with GCTA

154, we applied our correction

factor to estimate ρb. We find that this method accurately estimated ρb.

Figure 3.2: Estimates of cross-population heritability are inacurate when heritability is low. Weperformed simula-

tions with 2k European and 2k East Asian samples on chromosome 11with 5k typed SNPs and 100 causal SNPs (see

Methods). ρb was fixed at 0.8 andh
2 was varied. After estimating ρg with GCTA

154, we applied our correction factor

to estimate ρb. We find that forh2 < 0.2, the estimate of ρb is innacurate.
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Phenotype ρ̂g ρ̂γ ρ̂b ρ̂β
Allergic rhinitis 1.00 (1.06) 1.00 (1.00) 1.08 (1.14) 1.08 (1.08)
Asthma -0.04 (0.40) -0.34 (0.33) -0.04 (0.43) -0.37 (0.35)
Cardiovascular Disease 0.48 (0.35) 0.30 (0.32) 0.52 (0.38) 0.32 (0.34)
Type 2 Diabetes 0.35 (0.27) 0.29 (0.27) 0.38 (0.29) 0.31 (0.29)
Dyslipidemia 0.52 (0.21) 0.47 (0.21) 0.56 (0.23) 0.51 (0.23)
Hypertension 0.27 (0.19) 0.24 (0.19) 0.29 (0.20) 0.26 (0.20)
Macular Degeneration 1.00 (2.09) 1.00 (2.08) 1.08 (2.25) 1.08 (2.24)
Osteoarthritis 0.53 (0.35) 0.42 (0.32) 0.57 (0.38) 0.45 (0.34)
Osteoporosis -0.07 (0.47) -0.12 (0.53) -0.08 (0.51) -0.13 (0.57)

Table 3.1: Cross-population heritability for GERA phenotypes. Weestimated ρ̂g , ρ̂γ , ρ̂b and ρ̂β for nine phenotypes
in GERA. Reported are the estimates and standard errors. The inverse-variance weighted estimates for average ρ̂g ,
ρ̂γ , ρ̂b, and ρ̂β are 0.51 (0.13), 0.41 (0.13), 0.55 (0.14) and 0.44 (0.14).

3.5.2 Application to 9 traits from GERA data set

We applied our method for estimating ρb to 9 traits from the GERA data set (Table 3.1),

analyzing data from Europeans (EUR) and East Asians (EAS). We first computed the

τ -ratio for GERA target SNPs relative to 1000 Genomes reference SNP and found it to

be 0. Then we calculated the GRM using all GERA-EAS samples and 10k GERA-EUR

samples. We then ran bivariate REML using GCTA for 9 GERA phenotypes. We report

the resulting estimates of ρ̂g, ρ̂γ , ρ̂b and ρ̂β (Table 3.1). The inverse-variance weighted

average of ρ̂g is 0.51 with standard error 0.13, translating to an estimate of ρ̂b of 0.55 and

standard error 0.14. The estimates of ρ̂γ and ρ̂β were lower, with estimates of 0.41 (s.e.

0.13) and 0.44 (s.e. 0.14) respectively.

3.5.3 Application to 13 traits from UK Biobank data set

We next applied our method for estimating ρb to 13 traits from the UK Biobank data

set (Table 3.2), analyzing data from Europeans (EUR) and South Asians (SAS). We

70



Phenotype ρ̂g ρ̂γ ρ̂b ρ̂β
Bone-densitometry
of heel

0.60 (0.18) 0.49 (0.19) 0.62 (0.18) 0.50 (0.20)

Height 0.77 (0.26) 0.63 (0.24) 0.78 (0.26) 0.64 (0.24)
Weight-height ratio 1.00 (2.19) 1.00 (2.64) 1.02 (2.24) 1.02 (2.69)
Diastolic blood
pressure

1.00 (0.56) 0.73 (0.35) 1.02 (0.57) 0.74 (0.36)

Systolic blood pres-
sure

1.00 (0.91) 0.76 (0.59) 1.02 (0.93) 0.77 (0.60)

College education 0.36 (0.22) 0.38 (0.22) 0.37 (0.23) 0.39 (0.22)
Smoking status 0.37 (0.39) 0.22 (0.37) 0.38 (0.40) 0.22 (0.38)
Eczema -0.19 (0.62) 0.14 (0.59) -0.19 (0.63) 0.15 (0.60)
Asthma 0.92 (1.49) 0.65 (0.72) 0.94 (1.52) 0.66 (0.73)
Hypertension 0.32 (0.32) 0.38 (0.32) 0.32 (0.33) 0.38 (0.33)
FEV1 0.57 (0.27) 0.50 (0.29) 0.58 (0.28) 0.51 (0.30)
FEV1-FCV ratio 0.39 (0.29) 0.58 (0.41) 0.40 (0.30) 0.59 (0.42)
Age at menarche 0.70 (1.07) 0.59 (1.00) 0.71 (1.09) 0.60 (1.02)

Table 3.2: Cross-population heritability for UKBiobank phenotypes. Weestimated ρ̂g , ρ̂γ , ρ̂b and ρ̂β for thirteen
phenotypes in the UKBiobank. Reported are the estimates and standard errors. The inverse-variance weighted

estimates for average ρ̂g , ρ̂γ , ρ̂b, and ρ̂β are 0.53 (0.17), 0.50 (0.17), 0.54 (0.18) and 0.51 (0.17).

first computed the τ -ratio for UK Biobank target SNPs relative to the 1000 Genomes

reference SNPs and found it to be 0.98. This is larger than the τ -ratio between Euro-

peans and East Asians, despite the similar number of target SNPs because Europeans

and South Asians are more closely related than Europeans and East Asians133. We then

performed REML on 13 UK Biobank phenotypes at all UKB-SAS samples and 10k UKB-

EUR samples. We report estimates of ρ̂g, ρ̂γ , ρ̂b and ρ̂β (Table 3.2). In inverse-variance

weighted averages of these correlations is 0.53 (s.e. 0.17), 0.50 (s.e. 0.17), 0.54 (s.e. 0.18)

and 0.51 (s.e. 0.17), respectively.
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3.5.4 Application to RA and T2D summary statistics

We next applied our method for estimating ρb to RA and T2D summary statistics in

EUR and EAS previously analyzed by Brown et al.18, who reported estimates of ρg of

0.463 (s.e. 0.058) and 0.621 (s.e. 0.088) for RA and T2D, respectively. The τ -ratios for

the RA target SNPs and T2D target SNPs relative to 1000 Genomes reference SNPs were

0.96 and 0.97, respectively. This is substantially larger than the τ -ratio for the GERA

with the same population due to the summary statistics being computed on many more

SNPs. The RA and T2D datasets contained 2,539,629 and 1,054,079 typed or imputed

SNPs (respectively) compared to the 315,434 typed SNPs found in GERA. The resulting

estimates of ρ̂b are 0.48 (s.e. 0.06) and 0.65 (s.e. 0.09), which are still significantly less

than 1.

3.6 Discussion

We have presented a τ -ratio which performs well in simulations and have used it to mea-

sure ρ̂b for multiple phenotypes in GERA, UK Biobank and from summary statistics. We

have found that the mean estimates of ρ̂b in were 0.55 (s.e. 0.14) in GERA and 0.54 (s.e.

0.18) in UK Biobank, which are significantly different from 0 and 1. We have additionally

computed theoretical ρg/ρb ratios which can assist in future studies.

These findings suggest that even after correcting for the effects of differential LD and

allele frequency, that the underlying causal effect sizes are not uniform across populations.

Our estimates of ρg/ρb for GERA and UK Biobank were close to one, indicating that ex-

isting techniques can recover most of the causal effect size correlations by examining just
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typed SNPs.

Our work is limited in a few ways. To begin, LD-based methods do not work well in

admixed populations21, and thus the current approach is not applicable to cross-population

genetic correlation estimates in admixed populations31,85. Next, if estimates of ρ̂g and ρ̂γ

are noisy, the resulting ρ̂b and ρ̂β estimates will also be noisy. Additionally, we have not

derived the standard error of the τ -ratio metric, which we will compute in future work.
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4
Conclusion

We have presented three methodologies that make use of differences between populations

to study human genetics. With our FastPCA algorithm, we rapidly detected fine-scale

population structure in extremely large cohorts, accurately scaling to over a hundred

thousand individuals with modest computational requirements. Using this tool, we de-

tected two novel axes of variation in individuals of European ancestry and detected very

subtle population structure in individuals of British descent.

Next, we introduced a natural selection statistic which operates on principal compo-

nents. Unlike similar tests of natural selection, this statistic only needs one cohort to
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operate and it can produce p-values which allow us to detect signals of selection that

have genome-wide significance. We have run this tool on the GERA and UK Biobank

datasets and detected novel signals of selection at the alcohol dehydrogenase and fucosyl-

transferase genes. We have also combined this signal of selection with an external one to

detect signals of selection at genes influencing blood pressure.

Lastly, we estimated the cross-population correlation of genetic effects at causal SNPs.

Using LD from sequenced reference samples, we derived the ratio of cross-population cor-

relation at joint effects at typed SNPs to the cross-population at causal SNPS, and ap-

plied this ratio to the estimated joint effect correlations. After applying this methodology

to European-East Asian and European-South Asian correlations, we found that aggregate

cross-population correlation at typed SNPs was less than one, indicating that gene-by-

gene or gene-by-environment correlations may be causing SNP effects to not be consistent

across populations. This result has significance for the transferability of the results of

genome-wide association studies
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Supplementary Materials for Chapter 1

A.1 Supplementary Figures
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Figure A.1: QQ-plot of the selection statistic in null simulations. The selection statistic was generated for the

first PC in null simulations containing 2 populations and differing byFST = 0.001, 0.01 and 0.1. (a) Examin-
ing all the p-values, the selection statistic was well calibrated forFST = 0.001 and 0.01, with deflation in the
tails forFST = 0.1. (b) Looking only at p-values greater than 0.01, the selection statistic was well calibrated for
FST = 0.001 and 0.01, but slightly inflated for p-values greater than 0.1 forFST = 0.1. This explains the results
in Table A.2 and Table A.3. (c) In the case with 2 populations differing byFST = 0.001, admixed individuals were
generated with admixture proportion drawn from aBeta (a, a) distribution, where increasing ameansmore admix-
ture. (d) Five subpopulations were generated from a phylogenetic structure (seeMethods), where theFST between

populations 3, 4 and 5was 0.001 and theFST between any other pair of populations was 0.01. In this case with five
subpopulations, four principal components are sufficient to describe the population structure. For both examples with

more complicated population structure, (c) and (d), the selection statistic remains well calibrated.
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Figure A.2: Power of the discrete-population selection statistic. We ran the discrete-population selection statistic

on the same simulations as in Figure 1.3 and found that the discrete-population and the PC-based selection statistics

performed nearly identically in these regimes.
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Figure A.3: Power of the PC-based selection statistic in the presence of admixture. Admixture or clinal varia-

tion in allele frequencies was simulated by samplings ancestry fraction between two ancestral populations from a

Beta (a, a) distribution. The two populations were differentiated byFST = 0.001. (a) Increasing a has a similar
effect to reducing sample size (Figure 1.3). (b) Varying the number of samples when a = 2.0 had a dramatic effect,
indicating that sample size is quite important in real data which will have smallFST and non-discrete populations.

(c-e) Setting a = 2 is roughly the same as having 10% of the data in a dataset with discrete populations.
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Figure A.4: k-Means clustering confirms visually-observed subpopulations. Individuals were clustered using k-
means clustering with k = 5 on the top 4 PCs. 5 clusters were theminimum number of clusters that produced results

consistent between runs. Clusters were labeled and assigned colors based uponwhere they fell relative to predicted

fractional ancestry andwhere projected populations lay.
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Figure A.5: QQ-plot of the selection statistic for PCs 1-4 in GERA data. QQ-plots of actual vs. theoretical p-values

are provided for (A) selection statistics for 608,981 SNPs in the GERA sample that passed the first stage of QC, and

(B) selection statistics for 599,992 SNPs excluding the genome-wide significant loci listed in Table 1.1. Despite clear

evidence of signal at the extreme tails, the overall distribution of test statistic was not inflated in the original set of

SNPs (0.96 ≤ λGC ≤ 1.06) nor in the filtered set (0.94 ≤ λGC ≤ 1.05).
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Figure A.6: Selection statistics for PCs 5-10 in GERA data. The selection statistics for PCs 5-10were dominated by

exceedingly large signals at one locus (PCs 5-9) or substantial correlation withmissing data rate per individual (PC10

ρ = 0.07, p < 2.2 × 10−16), suggesting that these PCs are caused by PC artifacts and do not represent true

population structure. PCs 1-4 were not significantly correlated withmissing data.
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Figure A.7: Selection statistics for PCs 1-4 in GERA data after removing significant regions. We removed the

genome-wide significant regions listed in Table 1.1, reran FastPCA and calculated the selection statistic across the

genome. The significant hits in PCs 1-4 remain largely unchanged (Figure 1.6). The notable exception is the removal of

the inversion on chromosome 8 spanning from 8-12Mb. This indicates that the signal in that region was artifactual.
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Figure A.8: Comparison of selection statistic andHardy-Weinberg disequilibrium p-valuesRemoving SNPswith a

Hardy-Weinberg p-value less than 10−6 (those to the right of the vertical red line) removesmany significant signals

of selection. (a) For PC1, 51/63 significant SNPs have lowHardy-Weinberg p-values (for PCs 2-4 those numbers are
1/4, 39/116 and 2/12), comparedwith 3.9% of overall QC SNPs having HW p-value less than 10−6. (b)We found no

evidence of more significant selection statistics across PCs 1-4 for SNPswith strongly significant Hardy-Weinberg

p-values.
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A.2 Supplementary Tables
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FST N α Inflation 10−1 10−2 10−3 10−4 10−5

0.001 50k 0.0 1.01 9.98e-2 9.80e-3 1.02e-3 9.83e-5 1.33e-5
0.5 1.00 9.98e-2 9.79e-3 9.55e-4 9.83e-5 1.00e-5
1.0 1.00 9.99e-2 9.78e-3 9.97e-4 9.33e-5 1.17e-5
2.0 1.01 9.97e-2 9.88e-3 1.01e-3 1.12e-4 1.17e-5

5k 0.0 1.01 9.97e-2 9.83e-3 1.01e-3 1.02e-4 1.00e-5
0.5 1.00 9.99e-2 9.88e-3 1.07e-3 9.33e-5 5.00e-6
1.0 1.00 1.00e-1 9.85e-3 9.47e-4 9.50e-5 1.00e-5
2.0 1.00 1.00e-1 9.98e-3 1.06e-3 1.18e-4 5.00e-6

500 0.0 1.01 9.99e-2 9.58e-3 9.03e-4 9.67e-5 6.67e-6
0.5 1.00 1.00e-1 9.92e-3 9.75e-4 8.50e-5 3.33e-6
1.0 1.01 1.00e-1 9.82e-3 9.73e-4 7.33e-5 8.33e-6
2.0 1.00 1.00e-1 1.00e-2 9.63e-4 1.00e-4 1.17e-5

0.01 50k 0.0 1.02 9.95e-2 8.95e-3 8.30e-4 5.83e-5 3.33e-6
0.5 1.02 9.95e-2 9.00e-3 8.43e-4 6.00e-5 3.33e-6
1.0 1.02 9.97e-2 8.92e-3 8.37e-4 5.83e-5 3.33e-6
2.0 1.02 9.96e-2 9.07e-3 8.52e-4 5.67e-5 5.00e-6

5k 0.0 1.02 9.96e-2 8.87e-3 8.28e-4 6.17e-5 0
0.5 1.02 9.96e-2 8.99e-3 8.13e-4 5.67e-5 3.33e-6
1.0 1.02 9.96e-2 9.10e-3 7.78e-4 7.67e-5 3.33e-6
2.0 1.02 9.99e-2 9.07e-3 8.43e-4 5.50e-5 3.33e-6

500 0.0 1.03 9.94e-2 8.76e-3 7.72e-4 6.17e-5 1.67e-6
0.5 1.02 9.94e-2 9.28e-3 8.42e-4 7.00e-5 8.33e-6
1.0 1.02 1.00e-1 9.24e-3 8.27e-4 8.17e-5 3.33e-6
2.0 1.01 1.00e-1 9.45e-3 9.55e-4 8.67e-5 1.00e-5

0.1 50k 0.0 1.18 9.32e-2 5.65e-3 2.62e-4 8.33e-6 0
0.5 1.18 9.32e-2 5.66e-3 2.65e-4 6.67e-6 0
1.0 1.18 9.32e-2 5.63e-3 2.58e-4 6.67e-6 0
2.0 1.18 9.32e-2 5.64e-3 2.67e-4 6.67e-6 0

5k 0.0 1.18 9.32e-2 5.64e-3 2.52e-4 8.33e-6 0
0.5 1.18 9.34e-2 5.65e-3 2.55e-4 8.33e-6 0
1.0 1.18 9.33e-2 5.64e-3 2.50e-4 6.67e-6 0
2.0 1.18 9.34e-2 5.69e-3 2.53e-4 8.33e-6 0

500 0.0 1.18 9.35e-2 5.61e-3 2.62e-4 1.67e-6 0
0.5 1.18 9.39e-2 5.78e-3 2.53e-4 8.33e-6 0
1.0 1.16 9.46e-2 5.87e-3 2.72e-4 3.33e-6 0
2.0 1.15 9.47e-2 6.23e-3 2.77e-4 5.00e-6 0

Table A.2: Inflation of the selection statistic in simulated data with admixture. We ran 10 simulations containing 60k

SNPs and various numbers of simulated individuals (N ) in two populations under different levels of admixture and

calculated the selection statistic under the null. Admixture was sampled from aBeta(a, a)where an increase in the
admixture parameter (a) represents a greater probability of fractional ancestry. When a = 0 there is no admixture
andwhen a = 1, fractional ancestry follows aUniform(0, 1) distribution. We report the inflation of themedian

selection statistic (median divided by the theoretical value of 0.455 under the null) and the proportion of SNPs that

attain significance at different thresholds.
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FST Ne τ N Inflation 10−1 10−2 10−3 10−4 10−5

0.001 100k 200 50k 1.01 9.98e-2 9.80e-3 1.02e-3 9.83e-5 1.33e-5
5k 1.01 9.97e-2 9.83e-3 1.01e-3 1.02e-4 1.00e-5
500 1.01 9.99e-2 9.58e-3 9.03e-4 9.67e-5 6.67e-6

10k 20 50k 1.00 1.00e-1 9.90e-3 9.75e-4 1.00e-4 8.33e-6
5k 1.00 1.00e-1 1.01e-2 1.09e-3 1.00e-4 8.33e-6
500 1.01 1.00e-1 9.61e-3 8.88e-4 1.04e-4 1.25e-5

0.01 10k 200 50k 1.02 9.95e-2 8.95e-3 8.30e-4 5.83e-5 3.33e-6
5k 1.02 9.96e-2 8.87e-3 8.28e-4 6.17e-5 0
500 1.03 9.94e-2 8.76e-3 7.72e-4 6.17e-5 1.67e-6

1k 20 50k 1.02 1.00e-1 9.06e-3 8.22e-4 7.78e-5 1.67e-5
5k 1.02 1.01e-1 9.17e-3 7.33e-4 6.11e-5 1.11e-5
500 1.02 1.00e-1 9.07e-3 7.78e-4 7.78e-5 5.56e-6

0.1 1k 200 50k 1.18 9.32e-2 5.65e-3 2.62e-4 8.33e-6 0
5k 1.18 9.32e-2 5.64e-3 2.52e-4 8.33e-6 0
500 1.18 9.35e-2 5.61e-3 2.62e-4 1.67e-6 0

100 20 50k 1.18 9.33e-2 5.76e-3 2.37e-4 0 0
5k 1.18 9.34e-2 5.75e-3 2.30e-4 0 0
500 1.18 9.33e-2 5.88e-3 2.07e-4 3.33e-6 0

Table A.3: Inflation of the selection statistic in simulated data with population bottlenecks. We investigated the

effect of population bottlenecks on the selection statistic. For a fixedFST , we would generate two simulated datasets

differing in the effective population size (Ne) and number of generations (τ ). The statistic remainedwell calibrated
under tighter population bottlenecks. As with Table A.2, themedian selection statistic was inflated for simulations

with largeFST (at largeFST it is impossible for the selection statistic to be extremely significant, and this deficiency

in the tail implies a higher ratio of median to average; see Figure A.1), but well behaved at the small values ofFST

that correspond to our analyses of real data. The proportion of SNPs that attain significance was well-calibrated in all

experiments.
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Ne PC Inflation 10−1 10−2 10−3 10−4 10−5

500k 1 1.02 9.96e-2 9.53e-3 8.53e-4 7.5e-5 5.00e-6
2 1.00 9.94e-2 1.04e-2 1.12e-3 1.02e-4 6.67e-6
3 0.99 9.95e-2 1.04e-2 1.12e-3 1.32e-4 1.83e-5
4 0.99 1.00e-2 1.03e-2 1.04e-3 1.10e-4 1.83e-5

50k 1 1.02 9.94e-2 9.55e-3 8.80e-4 7.33e-5 3.33e-6
2 1.00 9.93e-2 1.06e-2 1.11e-3 9.33e-5 1.17e-5
3 0.99 1.00e-1 1.05e-2 1.17e-3 1.38e-4 1.50e-5
4 0.99 1.00e-1 1.03e-2 1.11e-3 1.27e-4 2.33e-5

500 1 1.02 9.95e-2 9.33e-3 8.42e-4 8.00e-5 3.33e-6
2 0.99 1.00e-1 1.02e-2 1.03e-3 8.50e-5 8.33e-6
3 1.00 1.00e-1 1.01e-2 1.00e-3 9.17e-5 1.00e-5
4 1.00 9.98e-2 1.02e-2 1.06e-3 1.20e-4 1.33e-5

Table A.4: Inflation of the selection statistic in simulated data with two levels ofFST . We considered the effect of a

more complicated population structure on the selection statistic. We simulated five populations with a phylogenetic

structure where three of the populations aremore closely related than the other two (seeMethods). We again did not

see inflation in themedian selection statistic nor the proportion of SNPs that attain different significance thresholds.
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PCA LD-pruned LD-pruned, Table 1.1 Removed
Selection Table 1.1 removed

LD-pruned Full LD-pruned Full
Mean Med Mean Med Mean Med Mean Med

PC1 1.00 1.02 1.07 1.06 1.00 1.03 1.05 1.06
PC2 1.00 0.98 1.03 1.00 1.00 0.98 1.01 1.00
PC3 1.00 0.95 1.07 0.99 1.00 0.96 1.02 0.99
PC4 1.00 0.96 1.03 0.96 1.00 0.97 0.99 0.96
PC5 1.00 0.12 2.81 0.21 1.00 0.90 0.97 0.89
PC6 1.00 0.89 1.02 0.88 1.00 0.96 0.99 0.96
PC7 1.00 0.92 1.26 0.94 1.00 0.50 0.86 0.47
PC8 1.00 0.34 8.12 0.33 1.00 0.86 0.93 0.81
PC9 1.00 0.40 5.56 0.39 1.00 0.95 0.95 0.89
PC10 1.00 0.49 0.94 0.46 1.00 0.78 0.97 0.70

Table A.5: Inflation of the selection statistic in GERA data. This table indicates the average value of the selection

statistic as well as themedian selection statistic divided by the theoretical median (0.455) in GERA data. PCAwas run

on the set of 162,335 LD-pruned SNPs, and the selection statistic was applied to either the set of 162,335 LD-pruned

SNPs or the full set of 608,981 SNPs passing QC. Additional analyses were performedwith the significant regions

from Table 1.1 removed from all SNP sets. When computing selection statistics using the full set of SNPs passing

QC, inflation can occur if SNPs with higher differentiation tend to have higher LD, which can occur as a consequence

of true selection. PCs 2-4 showmoderate inflation when examining themeans, but no inflation when looking at the

median chi-squared (1 d.o.f) statistic, indicating that inflation is driven by outliers in the distribution. Removing Table

1.1 regions decreased themean for these PCs, without affecting themedian value. For PC1, a qualitatively similar

reduction was observed, although a slight inflation in themean remained. However, after conservatively correcting

selection statistics for inflation in themean and/or median, all SNPs in Table 1.1 remained genome-wide significant

except for theOCA2 locus (a known signal of selection) on PC1. For PCs 5-10, the unusual mean and/or median values

are consistent with the fact that these PCs are caused by PC artifacts and do not represent true population structure

(Figure A.5).
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Locus Chromosome Region (Mb) PC Best Hit p-value
1 79.3 - 79.4 2 rs17590370 1.47× 10−7

INPP4A 2 98.5 - 98.5 2 rs78108890 5.00× 10−7

ANO10 3 43.7 - 43.7 2 rs116086673 1.57× 10−7

4 4.8 - 4.8 3 rs12186237 3.90× 10−7

ARAP2 4 35.9 - 35.9 2 rs116105213 3.78× 10−8

TLR122 4 38.5 - 38.5 2 rs5743611 5.42× 10−8

4 rs4833095 6.52× 10−7

SLC45A2 125 5 34.0 - 34.0 3 rs16891982 6.89× 10−8

5 89.5 - 89.5 2 rs72779178 4.22× 10−7

6 93.7 - 93.7 1 rs1538270 5.80× 10−7

DGKB 7 14.2 - 14.2 1 rs59706690 1.43× 10−7

CCDC146 7 76.8 - 76.8 2 rs17151162 5.96× 10−7

CADPS2 7 121.8 - 121.8 2 rs6947805 8.58× 10−7

PVT1 8 129.1 - 129.1 3 rs12676558 2.26× 10−7

EQTN 9 27.3 - 27.3 2 rs41305329 4.25× 10−8

RALGPS1 9 128.8 - 128.8 2 rs76798990 4.88× 10−8

9 135.4 - 135.4 2 rs79784812 5.65× 10−7

TET1 10 70.1 - 70.1 2 rs7896856 2.71× 10−7

12 94.5 - 94.5 4 rs79822723 2.64× 10−7

13 77.2 - 77.2 2 rs75892602 1.30× 10−7

13 80.4 - 80.4 2 rs117888143 4.13× 10−8

13 83.0 - 83.0 1 rs73234476 7.14× 10−7

14 40.2 - 40.2 1 rs8021234 5.55× 10−7

20 1.8 - 1.8 1 rs6045087 1.05× 10−7

Table A.6: Suggestive signals of selection in GERA data. We report the regions with suggestive (10−6 < p <
2.05× 10−8) evidence of selection (analogous to Table 1.1).
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Locus Chromosome Region (Mb) PC Best Hit p-value
LCT 2 135.0 – 137.1 1 rs6754311 1.23× 10−26

3 rs4988235 5.65× 10−27

ADH1B 4 100.5 1 rs1229984 1.76× 10−14

IRF4 6 0.3 – 0.5 3 rs12203592 1.61× 10−20

4 3.29× 10−49

HLA 6 31.1 – 32.8 1 rs382259 1.47× 10−13

3 rs9268628 7.15× 10−17

4 rs1265103 2.84× 10−9

IGFBP3 7 45.3-45.9 2 rs150353309 1.53× 10−11

IGH 14 106.0 2 rs34614900 7.86× 10−9

OCA2 15 25.9 – 26.2 1 rs12916300 1.26× 10−8

2 3.76× 10−9

3 2.67× 10−13

Table A.7: Top signals of selection in GERA data using PCs computed from SNPs in other regions. We report the

regions with suggestive (10−6 < p < 2.05× 10−8) evidence of selection (analogous to Table 1.1).

AJ EE IR NE SE
Count 2,750 4,196 14,771 28,439 4,578
ADH1B rs1229984 21.37% 4.99% 2.66% 2.96% 9.58%
IGFBP3 rs150353309 1.66% 4.38% 0.76% 1.10% 0.79%

rs35751739 2.47% 7.71% 2.68% 3.06% 2.19%
IGH rs34614900 13.63% 26.78% 17.29% 18.92% 12.73%

AJ EE IR NE
EE 0.00684
IR 0.00671 0.00095
NE 0.00655 0.00073 0.00013
SE 0.00345 0.00239 0.00193 0.00182

Table A.8: Allele frequencies for highlighted loci in GERA subpopulations. The GERA sample was clustered into 5

discrete subpopulations using k-means clustering run on the top 4 PCs. Individual clusters were labelled to coincide
with SNPweights and projected POPRES individuals. These were Ashkenazi Jewish (AJ), Eastern European (EE), Irish

(IR), Northern European (NE) and South-east European (SE). Results are reported only for genome-wide significant

SNPs at highlighted loci. We also reportFST between each pair of subpopulations.
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rs1229984 AJ EE IR NE SE
AJ 1.47e-6
EE 4.15e-5 0.556
IR 8.31e-7 0.00731 1.83e-8
NE 1.04e-6 0.00932 0.293 2.61e-10
SE 0.000121 0.0126 4.98e-6 8.84e-6 0.00012

Table A.9: Natural selection at ADH1B between discrete subpopulations. The discrete-population selection statis-

tic12 (seeMethods) for each pair of populations was calculated (below the diagonal) as well as the statistic comparing

the frequency of rs1229984 in that population with the set of remaining individuals (diagonal). Genome-wide signif-

icant comparisons are those with p < 5.47 × 10−9 (608,981 SNPs× 15 subpopulation comparisons = 9,134,715

tests withα = 0.05).
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42

02
6 Asian

(CHB,
CHS,
JPT)

European
(CEU,
FIN,
GBR,
IBS,
TSI)

African
(ASW,
LWK,
YRI)

H1b G G C C C T G T T 1.96% 40.11% 14.97%
H1c G G C C A T G T T 0% 0.14% 5.21%
H2 G G A C C T G T T 0% 0.84% 18.66%
H2b G G A C C T G C T 9.46% 10.10% 9.33%
H3 G G C C C C A T C 8.04% 27.21% 4.34%
H3c G G C C C C G T T 0% 0% 0.43%
H4 G G A C A T G T T 6.96% 17.67% 46.42%
H4b A G A C A T G T T 0% 1.96% 0.65%
H5 G G C T C T G T T 0.36% 1.12% 0%
H5b A G A T A T G T T 0.18% 0.56% 0%
H6 G G C T C C A T C 12.14% 0.28% 0%
H7 G A C T C C A T C 60.89% 0% 0%

Table A.10: We computed frequencies of known haplotypes in 1000 genomes Asian, European and African popula-

tions. 9 SNPswere used to determine haplotype and haplotypes not described in Li et al.79 were excluded from the

analysis. 98% of the European haplotypes did not contain rs1229984*T (above line) compared to 20.8% of Asian hap-

lotypes. The ”A” allele of regulatory SNP rs3811801was not found at all in European populations, while haplotype

H7which contains this allele is themost common haplotype in Asian populations.
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rs150353309 AJ EE IR NE SE
AJ 0.755
EE 0.178 4.07e-7
IR 0.48 4.38e-7 0.00441
NE 0.678 4.62e-7 0.0429 0.217
SE 0.351 0.0014 0.955 0.6 0.374
rs35751739
AJ 0.675
EE 0.0438 1.24e-7
IR 0.909 5.99e-7 0.0703
NE 0.757 2.33e-7 0.207 0.451
SE 0.827 0.000332 0.614 0.379 0.233

Table A.11: Natural selection at IGFBP3 between discrete subpopulations. As in Table A.9, but for SNPs

rs150353309 and rs150353309 in IGFBP3which were under selection. Genome-wide significant comparisons are
those with p < 5.47× 10−9 (608,981 SNPs× 15 subpopulation comparisons = 9,134,715 tests withα = 0.05).

rs34614900 AJ EE IR NE SE
AJ 0.23
EE 0.00557 8.17e-8
IR 0.386 4.43e-7 0.12
NE 0.214 2.65e-6 0.0165 0.173
SE 0.754 6.35e-7 0.0437 0.00577 0.00347
rs35237072
AJ 0.378
EE 0.0151 2.76e-7
IR 0.554 1.37e-6 0.151
NE 0.373 3.21e-6 0.0569 0.432
SE 0.771 1.13e-5 0.139 0.0384 0.0245
rs34479337
AJ 0.616
EE 0.0472 1.52e-6
IR 0.745 1.39e-5 0.371
NE 0.613 9.15e-6 0.247 0.655
SE 0.305 6.72e-6 0.0489 0.0183 0.0079

Table A.12: Natural selection at IGH between discrete subpopulations. As in Table A.9, but for SNP rs34614900

in IGHwhich was under selection and SNPs rs35237072 and rs34479337were suggestive with p-value< 10−6.

Genome-wide significant comparisons are those with p < 5.47× 10−9 (608,981 SNPs× 15 subpopulation compar-

isons = 9,134,715 tests withα = 0.05).
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Supplementary Materials for Chapter 2

B.1 Supplementary Figures

Figure B.1: Results of initial PCA run. Shown are the PCA plots for PC1 to PC10 after the initial PCA run. Several

of these PCs are dominated by regions of long-range LD. In particular, the three clusters along PC2 indicate 0, 1 or 2

copies of a chromosome 8 inversion variant.
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Figure B.2: Results of PCA after removing long-range LD regions. Regions with high SNPweights from the first PCA

runwere removed and PCAwas run on the remainder of the genome (seeMethods). The resulting PCs are no longer

influenced by long-range LD regions. A visual inspecion suggests that PC1-PC5 have interesting population structure

while PC6-PC10 do not.
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Figure B.3: Results of PCAwith k-means clustering for all PCs. This is an expanded set of plots similar to Figure 2.1,

except that plots of all pairs of top PCs are displayed.
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Figure B.4: Results of PCAwith projection of PoBI samples for all PCs. This is an expanded set of plots similar to

Figure 2.2, except that plots of all pairs of top PCs are displayed.
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Figure B.5: Tree-based clustering of UKBiobank subpopulation clusters. We clustered UKBiobank subpopulation

clusters with TreeMix. We found that Northern and Southern England clusters were grouped together while the

Celtic-related clusters formed a separate branch to the tree. The disparity between the north and southWelsh clus-

ters is due to the northWales cluster containing Saxon samples (seeFST values in Table B.6).
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Figure B.6: Tree-based clustering of UKBiobank clusters and PoBI populations. Herewe see how the UKBiobank

subpopulations cluster with the PoBI ones. As in Figure B.5, the tree is split roughly into the ”Celtic” (top) and ”Saxon”

(bottom) groups. The southWales (UKB-S.Wales) cluster is groupedwith theWelsh populations from PoBI while the

northWales (UKB-N.Wales) cluster is in the bottom groupwith the north and south England clusters. As in Figure B.5,

the disparity between the north and southWelsh clusters is due to the northWales containing Saxon samples (see

FST values in Table B.6).
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Figure B.7: Results of PCAwith projection of ancient samples for all PCs. This is an expanded set of plots similar to

Figure 2.3, except that plots of all pairs of top PCs are displayed.
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Figure B.8: Results of PCAwith projection of POPRES samples for all PCs. This set of plots is similar to Figure B.3,

except that POPRES samples are projected on top.
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Figure B.9: Tree-based clustering of UKBiobank clusters and ancient populations. We found that the ancient sam-

ples were too diverged from both the UKBiobank samples and from each other to formmeaningful trees. Of note, the

Mesolithich Europeans formed an outgroup and the Saxons were groupedwith the southWales cluster.
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Figure B.10: Tree-based clustering of UKBiobank clusters and POPRES populations. We see a bit of a batch effect

differentiating the UKBiobank clusters from the POPRES populations. However, the UKBiobank samples do lie near

the POPRES Irish and Italian samples. The Russian samples (which contain more Steppe ancestry) also cluster more

closely with the UKBiobank samples than the Italian and Spanish samples.
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Figure B.11: Selection statistic for UKBiobank along PC1-PC5. This is an expanded set of plots similar to Figure 2.4,

except that plots for each of the top 5 PCs are displayed.
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Figure B.12: P-P plot of the combined selection statistic. Weplot the observed− log10 (p) values compared to the
expected distribution for the combined selection statistics as well as for theχ2

4 statistic fromMathieson et al. The

plot of all overlapping SNPs (top) suggests some inflation in the tails of the combined selection statistics, although

λGC values were only slightly inflated (1.04-1.06; see Table B.8) and this is largely due to the inflation of theχ2
4 statis-

tic fromMathieson et al. After LD-pruning by intersecting the SNPswith the PC dataset and removing two SNPswith

p < 5 × 10−8 for theχ2
4 statistic fromMathieson et al., we seemuch less inflation in the tails (λGC values were

reduced to 1.01-1.03), indicating that the inflation in the tails was largely due to SNPs in LDwith top hits fromMath-

ieson et al. In order to produce amaximally conservative statistic, we corrected our combined statistics by theirλGC

values (Table B.8).
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B.2 Supplementary Tables

Chrom Locus (Mb) PC Best hit p-value
1 2.2 - 2.2 3 rs79907870 4.68e-7
1 54.8 - 54.8 1 rs17390412 9.13e-7
1 56.0 - 56.1 8 rs1875068 1.86e-8
2 88.7 - 88.7 4 rs1713939 1.02e-7
2 133.3 - 144.0 1 rs7570971 7.21e-18

4 rs1446585 3.02e-14
7 3.09e-13
10 rs72847650 <1e-50

2 159.8 - 160.0 7 rs1522699 3.89e-7
2 223.9 - 223.9 7 rs1900725 2.71e-7
3 46.3 - 46.4 7 rs9990343 2.80e-8
4 23.3 - 23.3 3 rs114557362 2.95e-7
4 38.7 - 38.9 1 rs4833095 9.29e-16

3 8.54e-11
4 1.21e-10
7 2.18e-16

5 60.6 - 60.6 3 rs10471511 6.04e-7
5 101.5 - 101.6 8 rs411954 1.20e-8
5 114.8 - 114.8 8 rs895291 5.87e-7
5 164.8 - 164.9 3 rs77635680 6.70e-10
6 0.4 - 0.7 1 rs62389423 1.29e-47

7 1.57e-9
6 23.9 - 36.7 1 rs151341075 3.76e-11

3 rs2253908 5.43e-7
4 rs151341075 3.35e-17
5 rs3131618 <1e-50
6 rs204999 <1e-50
7 rs2596573 3.27e-54
8 rs41268932 2.58e-23
9 rs2596573 <1e-50
10 rs9266258 4.14e-7

Table B.1: Significant or suggestive signals of selection in initial PCA run.We report significant or suggestive signals

of selection in the initial PCA run. Neighboring SNPs<1Mb apart with genome-wide significant signals were grouped

together into a single locus. The significant signals may represent either signals of selection or regions of long-range

LD. All of these regions were removed from themain PCA run (seeMethods).
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Chrom Locus (Mb) PC Best hit p-value
6 46.8 - 46.8 7 rs9395218 9.92e-7
6 86.0 - 87.0 10 rs2816583 2.23e-8
7 41.4 - 41.4 1 rs76920365 3.66e-7
7 64.4 - 66.4 3 rs79415723 1.17e-8
7 118.2 - 118.3 1 rs187417794 1.13e-7
8 7.2 - 12.7 2 rs11250099 <1e-50
9 14.0 - 14.0 3 rs12380860 4.45e-7
10 133.2 - 133.2 4 rs57105422 7.45e-7
15 28.4 - 28.4 3 rs12913832 9.17e-10
15 50.8 - 50.8 5 rs148783236 3.18e-194

6 <1e-50
8 2.18e-13
9 <1e-50

16 9.5 - 9.5 4 rs12149526 6.26e-7
16 26.5 - 26.5 3 rs73528772 4.01e-7
16 53.7 - 53.7 3 rs61747071 1.36e-7
16 89.7 - 89.8 4 rs449882 5.37e-7
17 29.6 - 29.6 3 rs11655238 5.98e-7
19 33.8 - 33.8 3 rs41355649 3.65e-8
19 49.2 - 50.2 1 rs601338 1.05e-9
20 39.1 - 39.1 1 rs2143877 8.34e-8
22 32.9 - 32.9 5 rs115815765 7.40e-31

6 <1e-50
Table B.1: (Continued)
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East-West North-South
Eigenvalue F ST Correlation p-value Correlation p-value

PC1 20.99 1.76e-4 0.4154 <1e-50 -0.3981 <1e-50
PC2 9.35 7.33e-5 -0.0865 <1e-50 -0.4322 <1e-50
PC3 7.76 5.94e-5 0.1894 <1e-50 -0.1262 <1e-50
PC4 5.18 3.68e-5 -0.1418 <1e-50 0.3409 <1e-50
PC5 5.13 3.63e-5 0.0019 5.27e-1 -0.0124 4.14e-5
PC6 4.62 3.18e-5 -0.0163 6.84e-8 0.0150 6.93e-7
PC7 4.61 3.17e-5 -0.0025 4.01e-1 0.0049 1.04e-1
PC8 4.59 3.15e-5 0.0216 7.75e-13 0.0047 1.16e-1
PC9 4.59 3.15e-5 -0.0522 <1e-50 -0.0119 7.92e-5
PC10 4.57 3.14e-5 -0.0143 2.23e-6 0.0121 6.47e-5

Table B.2: PC eigenvalues and geographical correlations. PC1-PC5 all had elevated eigenvalues, while PC6-PC10

had eigenvalues which were close to background levels. In the case where there are two equal-sized sample sets from

distinct populations, theFST between the two populations can be estimated from the top eigenvalue (λ) via the
following formula: FST = (λ − 1)/N , whereN is the total number of samples. The top eigenvalue reflects anFST

of 1.76 × 10−4, indicating very subtle population structure within the UK. PC1wasmost strongly correlated with

east-west birth coordinate and PC2wasmost strongly correlated with north-south birth coordinate.

Pop2
Grouping Pop1 Norfolk Suffolk Hampshire Kent Devon
Saxon Saxon 5.118 5.268 2.543 3.953 3.32
Scotland Argyll and Bute 9.560 9.370 3.323 6.411 6.223

Banff and Buchan 7.609 77.545 1.234 4.440 4.379
Orkney 11.229 10.583 3.620 7.310 7.259

N. Wales North Wales 8.490 8.393 1.918 5.163 5.239
S. Wales North Pembrokeshire 7.124 7.287 1.759 4.542 4.430

South Pembrokeshire 6.301 6.189 2.315 4.336 4.171

Table B.3: Expanded results of f4 statistics in ancient andmodern British samples. We report f4 statistics of the
form f4 (Steppe,Neolithic Farmer;Pop1, Pop2), representing a z-score with positive values indicatingmore
Steppe ancestry in Pop1 than Pop2 . Samples for Pop1were either modern Celtic (Scotland andWales) or ancient

Saxon. Samples for Pop2weremodern Anglo-Saxon (southern and eastern England).
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Annotation Chromosome Locus (Mb) PC Best hit p-value
- 1 208.8 - 208.8 2 rs75602597 9.71e-7
ABCD3 1 226.4 - 226.8 4 rs72759068 8.62e-8
- 4 45.2 - 45.2 1 rs77147311 9.78e-7
- 5 164.8 - 164.9 2 rs77635680 2.13e-8
ZDHHC14 6 158.1 - 158.1 4 rs73584091 5.46e-7
- 7 64.9 - 64.9 2 rs79415723 8.81e-7
- 7 118.2 - 118.2 1 rs187417794 3.66e-7
- 13 66.2 - 66.2 3 rs1417218 8.38e-7
OCA2 30,22 15 28.4 - 28.4 2 rs12913832 5.55e-8
RPGRIP1L 16 53.7 - 53.7 2 rs61747071 7.81e-7
BPIFB9P 20 31.8 - 32.0 4 rs293709 3.00e-7
- 20 39.1 - 39.1 1 rs2143877 5.03e-7

Table B.4: Suggestive signals of selection in UKBiobank. We report the top signal of natural selection for each locus

not reaching genome-wide significance (p > 1.96× 10−8) but yielding a suggestive signal (p < 1.00× 10−6) along

any of the top five PCs. Neighboring SNPs<1Mb apart with suggestives significant signals were grouped together

into a single locus.

Dataset Cluster
rs601338
(G/A)

rs492602
(G/A)

rs676388
(T/C)

UK Biobank Northern Ireland 0.4406 0.4413 0.4207
Northern England 0.4633 0.4638 0.4407
Pembrokeshire 0.4864 0.4871 0.4580
North Wales 0.5006 0.501 0.4781
Yorkshire 0.5025 0.503 0.4763
Southern England 0.5109 0.5111 0.4847

GERA Irish - 0.4754 0.4522
Northern European - 0.5215 0.4962
Southern European - 0.5248 0.5021
Ashkenazi Jewish - 0.5530 0.5200
Eastern European - 0.5840 0.5586

Table B.5: Allele frequency of FUT2 alleles.We report the allele frequency of themost significant hit, rs601338,

along with two other linked SNPs in GERA and the PoBI datasets.
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Dataset Cluster
rs601338
(G/A)

rs492602
(G/A)

rs676388
(T/C)

PoBI Argyll and Bute - - 0.2949
North Pembrokeshire - - 0.3171
Banff and Buchan - - 0.3365
Northern Ireland - - 0.3667
Cumbria - - 0.4039
Derbyshire - - 0.4091
Dorset - - 0.4125
Herefordshire - - 0.4259
Worcestershire - - 0.4265
Lancashire - - 0.4306
Devon - - 0.4416
Yorkshire - - 0.4517
Orkney - - 0.4531
Lincolnshire - - 0.4619
Kent - - 0.4661
Suffolk - - 0.4699
Cornwall - - 0.4716
Leicestershire - - 0.4726
North Wales - - 0.4737
Northeast England - - 0.4844
Cheshire - - 0.4875
Forest of Dean - - 0.4881
Norfolk - - 0.4951
Nottinghamshire - - 0.5000
Northamptonshire - - 0.5000
Oxfordshire - - 0.5054
Sussex - - 0.5167
Gloucestershire - - 0.5417
South Pembrokeshire - - 0.5417
Hampshire - - 0.5833

Table B.5: (Continued)
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Population 1 Population 2 FST rs601338 rs492602 rs676388
N. England S. England 7.36e-5 2.22e-1 2.29e-1 2.13e-1

N. Ireland 2.96e-4 1.28e-6 1.42e-6 1.31e-5
Scotland 1.48e-4 2.38e-5 2.50e-5 1.25e-4
N. Wales 8.53e-5 7.94e-1 7.99e-1 8.15e-1
S. Wales 3.75e-4 2.77e-1 2.85e-1 2.17e-1

S. England N. Ireland 2.67e-4 6.04e-9 7.35e-9 1.07e-7
Scotland 1.10e-4 2.61e-9 3.11e-9 3.38e-8
N. Wales 7.46e-5 1.42e-1 6.86e-2 3.41e-1
S. Wales 2.90e-4 6.45e-2 6.86e-2 4.27e-2

N. Ireland Scotland 1.22e-4 9.31e-3 9.86e-3 2.12e-2
N. Wales 2.23e-4 1.42e-7 1.58e-7 4.45e-7
S. Wales 3.43e-4 1.47e-3 1.48e-3 9.38e-3

Scotland N. Wales 1.23e-4 1.95e-5 2.00e-5 1.81e-5
S. Wales 3.10e-4 9.12e-2 8.93e-2 2.06e-1

N. Wales S. Wales 2.60e-4 2.72e-1 2.78e-1 1.18e-1

Table B.6: Discrete test for natural selection at FUT2 in UKBiobank. We report results of tests for selection using

discrete subpopulations for FUT2 in the UKBiobank data set, using the UKBiobank subpopulations derived from k-
means clustering. With 15 comparisons per SNP and 510,665 SNPs (p-value threshold of 6.53 × 10−9), we are still

able to find genome-wide-significant results when comparing southern Englandwith Scotland as well as Northern

Ireland (emphasized in bold italic).

Population 1 Population 2 FST rs492602 rs676388
Ashkenazi Jewish Eastern European 6.84e-3 5.96e-1 5.13e-1

Irish 6.71e-3 1.84e-1 2.45e-1
Northern European 6.54e-3 5.83e-1 6.79e-1
Southeast European 3.45e-3 5.05e-1 6.73e-1

Eastern European Irish 9.44e-4 1.48e-6 2.49e-6
Northern European 7.23e-4 1.58e-3 1.69e-3
Southeast European 2.39e-3 9.25e-2 1.10e-1

Irish Northern European 1.26e-4 1.34e-7 4.53e-7
Southeast European 1.91e-3 1.16e-1 1.12e-1

Northern European Southeast European 1.80e-3 9.12e-1 8.46e-1

Table B.7: Discrete test for natural selection at FUT2 in GERA. We report results of tests for selection using discrete

subpopulations for FUT2 in the GERA data set. FUT2 does not reach genome-wide significance in the GERA dataset,

however there are several suggestive signals when comparing the ”Irish” subgroupwith the Northern European and

Eastern European subpopulation (emphasized in bold italic).
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Inflation
Genome-wide Overlap Combined Correlation

Ancient 1.00 1.07 - -
UKB PC1 1.02 1.08 1.06 18.8%
UKB PC2 0.95 1.00 1.05 2.8%
UKB PC3 0.95 1.00 1.05 6.5%
UKB PC4 0.88 0.94 1.04 2.5%
UKB PC5 0.86 0.91 1.04 0.0%

Table B.8: Independence of UKBiobank and ancient Eurasian scans for selection. The UKBiobank and ancient

Eurasian selection statistics were not substantially inflated genome-wide, nor at the overlapping SNPs in both

datasets. Similarly, the combined selection statistics were not substantially inflated. The correlation between the

two statistics is also small, with the UKBiobank PC1 and ancient Eurasian statistics beingmost correlated with

r = 0.188.
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C
Supplementary Materials for Chapter 3

C.1 Supplementary Figures
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Figure C.1: Calculating LD in tighter windows alters the τ -ratio on GERA chromosome 11. The τ -ratio is sensitive to
long-range noise. The dashed line is p̂g,REML/ρb in simulations where the true ρb is known. Constraining the τ -ratio
to 1MB LDwindows as in LD-score regression results in a τ -ratio estimate that is close to p̂g,REML/ρb.

Figure C.2: Correcting the r2 bias fixes the τ -ratio in 1000Genomes chromosome 22. When calculating the τ -ratio
using EUR and EAS populations from the 1000Genomes project on chromosome 22, we found that correcting for bias

in estimates of r̂2 resulted in a plateau in estimates of the τ -ratio beyond awindow size of 100kb.
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