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#### Abstract

We present three topics in this thesis, G-squared statistic for independence testing as well as additive modeling, and calibration concordance by multiplicative shrinkage.

Detecting dependence is a fundamental problem. Although the Pearson correlation coefficient is effective for capturing linear dependence, it is powerless for nonlinear or heteroscedastic patterns. We introduce G-squared to test whether two univariate random variables are independent and to measure the strength of their relationship. The Gsquared statistic is almost identical R-squared, for linear relationships with constant error variance, and has the intuitive meaning of the piecewise R -squared. We propose two estimators of G-squared and show their consistency. Simulations demonstrate that G-squared estimators are among the most powerful test statistics compared with several state-of-theart methods.


We consider a nonparametric additive modeling of a reference function where the number of predictor variables can be larger than the sample size, but the number of nonzero components is comparably small. For each predictor variable, the additive component is approximated by B-spline. The G-squared estimated between each predictor and the response helps determine the knots of the B-spline. For variable selection, we apply the adaptive group least absolute shrinkage and selection operator for which we treat the spline bases of each predictor as a group; we also implement forward selection to find the subset with the minimum Bayesian information criterion value. Empirical studies show
that both the approaches work well compared with two other methods.
Calibration data are often obtained by observing several sources with several instruments. Analyzing such data for proper concordance among the instruments is challenging because the physical source models are not perfectly specified and data quality varies in ways that cannot be fully quantified. We propose a log-normal hierarchical model and, for outliers, a more general log-t model. Both permit imperfection in the multiplicative mean modeling to be captured by the residual variance. Analytical solutions which take power shrinkage forms are given in special cases and Markov chain Monte Carlo algorithms are adopted for general cases. We apply our method to several data sets and demonstrate that the proposed model provides useful guidance for astrophysicists.
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## 1

## G-squared for detecting dependence

### 1.1 Introduction

The Pearson correlation coefficient is widely used to detect and measure the dependence of two random quantities. The square of its least-squares estimate, popularly known as the R-squared, is often used to quantify how linearly related two random variables are. However, the shortcomings of the R-squared as a measure of the strength of dependence are also significant, as discussed recently by Reshef et al. ${ }^{40}$, which has inspired the development of many new methods for detecting dependence.

The Spearman correlation calculates the Pearson correlation coefficient between rank statistics. Although more robust than the Pearson correlation, this method still cannot capture non-monotone relationships. The alternating conditional expectation method was introduced by Breiman \& Friedman ${ }^{3}$ to approximate the maximal correlation between $X$ and $Y$, i.e., to find the optimal transformations of the data, $f(X)$ and $g(Y)$, so that their correlation is maximized. The implementation of this method has its limitations because it is unfeasible to search through all possible transformations. Estimating mutual information is another popular approach because the mutual information is zero if and only if $X$ and $Y$ are independent. Kraskov et al. ${ }^{29}$ proposed a method by estimating the entropy of $X, Y$ and $(X, Y)$ separately. The method was claimed to be numerically exact for independent cases, and effective for high dimensional variables. An energy distance-based method ${ }^{53,54}$ and a kernel-based method ${ }^{17,16}$ appeared separately in Statistics and machine learning literature to solve the two-sample test problem and have corresponding usage in independence tests. The two methods were recently shown to be equivalent ${ }^{47}$. Methods based on empirical cumulative distribution functions ${ }^{22}$, empirical copula ${ }^{15}$ and empirical characteristic functions ${ }^{27,25}$ have also been proposed for detecting dependence.

Another set of approaches is based on discretizations of the random variables. Known as grid-based methods, they are primarily designed to test independence between univariate random variables. Reshef et al. ${ }^{40}$ introduced the maximum information coefficient, which focuses on the generality and equitability of a dependence statistic; two more powerful estimators for this quantity were suggested in Reshef et al. ${ }^{42}$. Equitability requires that the same value of the statistic implies the same amount of dependence regardless of the type of the underlying relationship, but it is not a well-defined mathematical concept. We show that the equitability of our method is superior to all other independence testing statistics for a wide range of functional relationships. Heller et al. ${ }^{21}$ proposed a grid based method, which utilizes the $\chi^{2}$ statistic to test independence and is a distribution-free
test. Doksum et al. ${ }^{7}$ and Blyth ${ }^{2}$ discussed the correlation curve to measure the strength of the relationship. However, a direct use of nonparametric curve estimation may rely too heavily on the smoothness of the relationship; furthermore, it also cannot deal with heteroscedastic noises.

The G-squared statistic $\left(G^{2}\right)$ proposed in this chapter is derived from a regularized likelihood ratio test for piecewise linear relationships and can be viewed as an integration of continuous and discrete methods. The G-squared statistic is a function of both the conditional mean and conditional variance of one variable given the other, so it can detect general functional relationships with heteroscedastic error variances. An estimate of $G^{2}$ can be derived via the same likelihood ratio approach as $R^{2}$ when the true underlying relationship is linear. Thus, it is reasonable that $G^{2}$ is almost identical to $R^{2}$ for linear relationships. Efficient estimates of $G^{2}$ can be computed quickly using a dynamic programming method, whereas the methods of Reshef et al. ${ }^{40}$ and Heller et al. ${ }^{21}$ must consider grids on two variables simultaneously and hence require longer computational time. We will also show that, in terms of power, $G^{2}$ is among the the best statistics for independence testing in consideration of a wide range of functional relationships.

This chapter is organized as follows. In Section 1.2 we introduce the definition of $G^{2}$ and present two estimators, $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$. Then we study the theoretical properties of them and describe a dynamic programming algorithm. In Section 1.3 we present simulation studies to show the consistency of the estimators, as well as the power analysis and equitability study against some other popular methods. In Section 1.4 we discuss some potential future work.

### 1.2 Measuring dependence with G-squared

### 1.2.1 Defining $G^{2}$ as a generalization of $R^{2}$

The R-squared measures how well the data fit a linear regression model. Given $Y=\mu+$ $\beta X+e$ with $e \sim \mathcal{N}\left(0, \sigma^{2}\right)$, the standard estimate of R-squared can be derived from a likelihood ratio test statistic for testing $\mathcal{H}_{0}: \beta=0$ against $\mathcal{H}_{1}: \beta \neq 0$, i.e.,

$$
R^{2}=1-\left\{\frac{L(\widehat{\theta})}{L_{0}\left(\widehat{\theta}_{0}\right)}\right\}^{-2 / n}
$$

and $L_{0}\left(\widehat{\theta}_{0}\right)$ and $L(\widehat{\theta})$ are the maximized likelihoods under $\mathcal{H}_{0}$ and $\mathcal{H}_{1}$.
Throughout this chapter, we let $X$ and $Y$ be univariate continuous random variables. As a working model, we assume that the relationship between $X$ and $Y$ can be characterized as $Y=f(X)+e, e \sim \mathcal{N}\left(0, \sigma_{X}^{2}\right)$ with $\sigma_{X}>0$. If $X$ and $Y$ are independent, then $f(X) \equiv \mu$ and $\sigma_{X}^{2} \equiv \sigma^{2}$. Now, let us look at a piecewise linear relationship

$$
f(X)=\mu_{h}+\beta_{h} X, \quad \sigma_{X}^{2}=\sigma_{h}^{2}, \quad c_{h-1}<X \leq c_{h},
$$

where $c_{h}(h=0, \ldots, K)$ are called the breakpoints. While this working model allows for heteroscedasticity, it requires constant variance within each segment between two adjacent breakpoints. Testing whether $X$ and $Y$ are independent is equivalent to testing whether $\mu_{h} \equiv \mu, \beta_{h} \equiv 0$, and $\sigma_{h}^{2} \equiv \sigma^{2}$. Given $c_{h}(h=0, \ldots, K)$, the likelihood ratio can be written as

$$
\mathrm{LR}=\exp \left(\frac{n}{2} \log \widehat{v}^{2}-\sum_{h=1}^{K} \frac{n_{h}}{2} \log \widehat{\sigma}_{h}^{2}\right)
$$

where $\widehat{v}^{2}$ is the overall sample variance of $Y$ and $\widehat{\sigma}_{h}^{2}$ is the residual variance after regress-
ing $Y$ on $X$ for $X \in\left(c_{h-1}, c_{h}\right]$. Because $R^{2}$ is a transformation of the likelihood ratio and converges to the square of Pearson correlation coefficient, we perform the same transformation on LR. The resulting test statistic converges to a quantity related to the conditional mean and the conditional variance of $Y$ on $X$. It is easy to show that, as $n \rightarrow \infty$,

$$
\begin{equation*}
1-(\mathrm{LR})^{-2 / n} \rightarrow 1-\frac{\exp [E\{\log \operatorname{var}(Y \mid X)\}]}{\operatorname{var}(Y)} \tag{1.1}
\end{equation*}
$$

When $K=1$, the relationship degenerates to a simple linear relationship and $1-(\mathrm{LR})^{-2 / n}$ is exactly $R^{2}$.

More generally, because a piecewise linear function can approximate any almost-everywhere continuous function, we can employ the same hypothesis testing framework as above to derive (1.1) for any such approximation. Thus, for any pair of random variables $(X, Y)$, the following concept is a natural generalization of the R-squared:

$$
\begin{equation*}
G_{Y \mid X}^{2}=1-\frac{\exp [E\{\log \operatorname{var}(Y \mid X)\}]}{\operatorname{var}(Y)} \tag{1.2}
\end{equation*}
$$

in which we require that $\operatorname{var}(Y)<\infty$. Evidently, $G_{Y \mid X}^{2}$ lies between zero and one, and is equal to zero if and only if both $E(Y \mid X)$ and $\operatorname{var}(Y \mid X)$ are constant. The definition of $G_{Y \mid X}^{2}$ is closely related to the R-squared defined by segmented regression ${ }^{44}$ discussed in Section A.2. We symmetrize $G_{Y \mid X}^{2}$ to arrive at the following quantity as the definition of the G-squared:

$$
G^{2}=\max \left(G_{Y \mid X}^{2}, G_{X \mid Y}^{2}\right),
$$

provided that $\operatorname{var}(X)+\operatorname{var}(Y)<\infty$. Thus, $G^{2}=0$ if and only if $E(X \mid Y), E(Y \mid X)$, $\operatorname{var}(Y \mid X)$ and $\operatorname{var}(X \mid Y)$ are all constant, which is not equivalent to independence of $X$ and $Y$. In practice, however, dependent cases with $G^{2}=0$ are rare.

### 1.2.2 Estimation of $G^{2}$

Without loss of generality, we focus on the estimation of $G_{Y \mid X}^{2} ; G_{X \mid Y}^{2}$ can be estimated in the same way by flipping $X$ and $Y$. When $Y=f(X)+e$ and $e \sim \mathcal{N}\left(0, \sigma_{X}^{2}\right)$ for an almosteverywhere continuous function $f(\cdot)$, we can use a piecewise linear function to approximate $f(X)$ and estimate $G^{2}$. However, in practice the number and locations of the breakpoints are unknown. We propose two estimators of $G_{Y \mid X}^{2}$, the first aiming to find the maximum penalized likelihood ratio among all possible piecewise linear approximations, and the second focusing on a Bayesian average of all approximations.

Suppose we have $n$ sorted independent observations, $\left(x_{i}, y_{i}\right)(i=1, \ldots, n)$, such that $x_{1}<\cdots<x_{n}$. For the set of breakpoints, we only need to consider $c_{h}=x_{i}$. Each interval $s_{h}=\left(c_{h-1}, c_{h}\right]$ is called a slice of the observations, so that $c_{h}(h=0, \ldots, K)$ divide the range of $X$ into $K$ non-overlapping slices. Let $n_{h}$ denote the number of observations in slice $h$, and let $S(X)$ denote a slicing scheme of $X$, that is, $S\left(x_{i}\right)=h$ if $x_{i} \in s_{h}$, which is abbreviated as $S$ whenever the meaning is clear. Let $|S|$ be the number of slices in $S$ and let $m_{S}$ denote the minimum size of all the slices.

To avoid overfitting when maximizing likelihood/log-likelihood ratios over both unknown parameters and all possible slicing schemes, we restrict the minimum size of each slice as $m_{S} \geq m$ and maximize the likelihood/log-likelihood ratio with a penalty on the number of slices. For simplicity, let $m=\left\lceil n^{1 / 2}\right\rceil$. Thus, we focus on the following penalized log-likelihood ratio

$$
\begin{equation*}
n D\left(Y \mid S, \lambda_{0}\right)=2 \log \mathrm{LR}_{S}-\lambda_{0}(|S|-1) \log n, \quad \lambda_{0}>0 \tag{1.3}
\end{equation*}
$$

where $\mathrm{LR}_{S}$ is the likelihood ratio for $S$ and $\lambda_{0} \log n$ is the penalty for incurring one additional slice. From a Bayesian perspective, this is equivalent to assigning the prior distri-
bution for the number of slices to be proportional to $n^{-\lambda_{0}(|S|-1) / 2}$. Suppose each observation $x_{i}(i=2, \ldots, n-1)$ has probability

$$
p_{n}=\frac{n^{-\lambda_{0} / 2}}{1+n^{-\lambda_{0} / 2}}
$$

of being the breakpoint independently. Then the probability of a slicing scheme $S$ is

$$
p_{n}^{|S|-1}\left(1-p_{n}\right)^{n-|S|-1} \propto\left(\frac{p_{n}}{1-p_{n}}\right)^{|S|-1}=n^{-\lambda_{0}(|S|-1) / 2}
$$

When $\lambda_{0}=3$, the statistic $-n D\left(Y \mid S, \lambda_{0}\right)$ is equivalent to the Bayesian information criterion ${ }^{46}$ up to a constant. Treating the slicing scheme as a nuisance parameter, we can maximize over all allowable slicing schemes to obtain that

$$
D\left(Y \mid X, \lambda_{0}\right)=\max _{S: m_{s} \geq m} D\left(Y \mid S, \lambda_{0}\right) .
$$

Our first estimator of $G_{Y \mid X}^{2}$, which we call $G_{\mathrm{m}}^{2}$ with ' m ' representing the maximum likelihood ratio, can be defined as

$$
G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)=1-\exp \left\{-D\left(Y \mid X, \lambda_{0}\right)\right\} .
$$

Thus, the overall G-squared can be estimated as

$$
G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)=\max \left\{G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right), G_{\mathrm{m}}^{2}\left(X \mid Y, \lambda_{0}\right)\right\} .
$$

By definition, $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ lies between 0 and 1 and $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)=R^{2}$ when the optimal slicing schemes for both directions have only one slice. Later, we will show that when $X$ and $Y$ are a bivariate normal, $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)=R^{2}$ almost surely for large $\lambda_{0}$.

Another attractive way to estimate $G^{2}$ is to integrate out the nuisance slicing scheme parameter. A full Bayesian approach would require us to compute the Bayes factor ${ }^{28}$, which may be undesirable since we do not wish to impose too strong a modeling assumption. On the other hand, however, the Bayesian formalism may guide us to a desirable integration strategy for the slicing scheme. We thus put the problem into a Bayes framework and compute the Bayes factor for comparing the null and alternative models. The null model is only one model while the alternative is any piecewise linear model, possibly with countably infinite pieces. Let $p_{0}\left(y_{1}, \ldots, y_{n}\right)$ be the marginal probability of the data under the null. Let $\omega_{S}$ be the prior probability for slicing scheme $S$ and let $p_{S}\left(y_{1}, \ldots, y_{n}\right)$ denote the marginal probability of the data under $S$. The Bayes factor can be written as

$$
\begin{equation*}
\mathrm{BF}=\sum_{S: m_{s} \geq m} \omega_{S} \times \frac{p_{S}\left(y_{1}, \ldots, y_{n}\right)}{p_{0}\left(y_{1}, \ldots, y_{n}\right)} \tag{1.4}
\end{equation*}
$$

The marginal probabilities are not easy to compute even with proper priors. Schwarz et al. ${ }^{46}$ stated that if the data distribution is in the exponential family and the parameter is of dimension $k$, the marginal probability of the data can be approximated as

$$
\begin{equation*}
p\left(y_{1}, \ldots, y_{n}\right) \approx \operatorname{Lexp}\{-k(\log n-\log 2 \pi) / 2\} \tag{1.5}
\end{equation*}
$$

where L is the maximized likelihood. In our setup, the number of parameters $k$ for the null model is two, and for an alternative model with a slicing scheme $S$ is $3|S|$. Plugging expression (1.5) into both the numerator and the denominator of (1.4), we obtain

$$
\begin{equation*}
\mathrm{BF} \approx \sum_{S: m_{s} \geq m} \omega_{S} \mathrm{LR}_{S}\left(\frac{n}{2 \pi}\right)^{-\frac{3|S|-2}{2}} \tag{1.6}
\end{equation*}
$$

If we take $\omega_{S} \propto n^{-\lambda_{0}(|S|-1) / 2}\left(\lambda_{0}>0\right)$, which corresponds to the penalty term in (1.3) and
is involved in defining $G_{\mathrm{m}}^{2}$, the approximated Bayes factor can be restated as

$$
\begin{equation*}
\mathrm{BF}\left(\lambda_{0}\right)=\left\{\sum_{S: m_{S} \geq m} n^{-\frac{\lambda_{0}(|S|-1)}{2}}\right\}^{-1} \sum_{S: m_{S} \geq m}\left(\frac{n}{2 \pi}\right)^{-\frac{3|S|-2}{2}} \exp \left\{\frac{n}{2} D\left(Y \mid S, \lambda_{0}\right)\right\} . \tag{1.7}
\end{equation*}
$$

As we will discuss in Section 1.2.5, $\mathrm{BF}\left(\lambda_{0}\right)$ can serve as a marginal likelihood function for $\lambda_{0}$ and be used to find an optimal $\lambda_{0}$ suitable for a particular data set. This quantity also looks like an average version of $G_{\mathrm{m}}^{2}$, but with an additional penalty. Since $\operatorname{BF}\left(\lambda_{0}\right)$ can take values below 1 , its transformation $1-\operatorname{BF}\left(\lambda_{0}\right)^{-2 / n}$, as in the case where we derived $R^{2}$ via the likelihood ratio test, can take negative values, especially when $X$ and $Y$ are independent. It is therefore not an ideal estimator.

By removing the model size penalty term in (1.6), we obtain a modified version, which is simply a weighted average of the likelihood ratios and is guaranteed to be greater than or equal to 1 :

$$
\mathrm{BF}^{*}\left(\lambda_{0}\right)=\left\{\sum_{S: m_{S} \geq m} n^{-\frac{\lambda_{0}(|S|-1)}{2}}\right\}^{-1} \sum_{S: m_{S} \geq m} \exp \left\{\frac{n}{2} D\left(Y \mid S, \lambda_{0}\right)\right\} .
$$

We can thus define a quantity like our likelihood formulation of R-squared,

$$
G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)=1-\mathrm{BF}^{*}\left(\lambda_{0}\right)^{-2 / n}
$$

which we call the total G-squared, and define

$$
G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)=\max \left\{G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right), G_{\mathrm{t}}^{2}\left(X \mid Y, \lambda_{0}\right)\right\}
$$

We show later that $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$ are both consistent estimators of $G^{2}$.

### 1.2.3 Theoretical properties of the $G^{2}$ estimators

In order to show that $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$ converge to $G^{2}$ as the sample size goes to infinity, we introduce the notations $\mu_{X}(y)=E(X \mid Y=y), \mu_{Y}(x)=E(Y \mid X=x)$, $v_{X}^{2}(y)=\operatorname{var}(X \mid Y=y), v_{Y}^{2}(x)=\operatorname{var}(Y \mid X=x)$, and the following regularity conditions:

Condition 1.1. The random variables $X$ and $Y$ are bounded continuously with finite variances such that $v_{Y}^{2}(x), v_{X}^{2}(y)>b^{-2}$ almost everywhere for some constant $b>0$.

Condition 1.2. The functions $\mu_{Y}(x), \mu_{X}(y), v_{Y}^{2}(x)$ and $v_{X}^{2}(y)$ have continuous derivatives almost everywhere.

Condition 1.3. There exists a constant $C>0$ such that

$$
\max \left\{\left|\mu_{X}^{\prime}(y)\right|,\left|v_{X}^{\prime}(y)\right|\right\} \leq C v_{X}(y), \quad \max \left\{\left|\mu_{Y}^{\prime}(x)\right|,\left|v_{Y}^{\prime}(x)\right|\right\} \leq C v_{Y}(x)
$$

almost surely.

With these preparations, we can state our main results.

Theorem 1.1. Under Conditions 1.1-1.3, for all $\lambda_{0}>0$,

$$
G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right) \rightarrow G_{Y \mid X}^{2}, \quad G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right) \rightarrow G_{Y \mid X}^{2}
$$

almost surely as $n \rightarrow \infty$. Thus, $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$ are consistent estimators of $G^{2}$.
A proof of the theorem is provided in Section A.3. It is expected that $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ should converge to $G^{2}$ just because of its construction. It is surprising that $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$ also converges to $G^{2}$. The result, which links $G^{2}$ estimation with the likelihood ratio and Bayesian formalism, suggests that most of the information up to the second moment has been fully utilized in the two test statistics. The theorem thus supports the use of $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$ for
testing whether $X$ and $Y$ are independent. The null distributions of the two statistics depend on the marginal distributions of $X$ and $Y$, which can be generated empirically using permutation. One can also do a quantile-based transformation on $X$ and $Y$ such that their marginal distributions are standard normal; however, the $G^{2}$ based on the transformed data tends to lose some power.

When $X$ and $Y$ are bivariate normal, the G-squared statistic is almost the same as the R -squared when $\lambda_{0}$ is large enough.

Theorem 1.2. If $X$ and $Y$ follow bivariate normal distribution, then for $n$ large enough

$$
\operatorname{pr}\left\{G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)=R^{2}\right\}>1-3 n^{-\lambda_{0} / 3+5} .
$$

So for $\lambda_{0}>18$ and $n \rightarrow \infty$, we have $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)=R^{2}$ almost surely.

The lower bound on $\lambda_{0}$ is not tight and can be relaxed in practice. Empirically, we have observed that $\lambda_{0}=3$ is large enough for $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ to be very close to $R^{2}$ in the bivariate normal setting.

### 1.2.4 Dynamic programming algorithm for computing $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$

The brute force calculation of either $G_{\mathrm{m}}^{2}$ or $G_{\mathrm{t}}^{2}$ has a computational complexity of $O\left(2^{n}\right)$ and is prohibitive in practice. Fortunately, we have found a dynamic programming scheme for computing both quantities with a time complexity of $O\left(n^{2}\right)$. The algorithms for computing $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)$ are roughly the same except for one operation, i.e., maximization versus summation, and can be summarized by the following steps:

Step 1.1 (Data preparation). Arrange the observed pairs $\left(x_{i}, y_{i}\right)(i=1, \ldots, n)$ according
to the sorted $x_{i}$ s from low to high. Then normalize $y_{i}$ such that

$$
\sum_{i=1}^{n} y_{i}=0, \quad \sum_{i=1}^{n} y_{i}^{2}=n
$$

Step 1.2 (Main algorithm). Define $m=\left\lceil n^{1 / 2}\right\rceil$ as the smallest slice size, $\lambda=-\lambda_{0} \log (n) / 2$ and $\alpha=e^{\lambda}$. Initialize three sequences: $\left(M_{i}, B_{i}, T_{i}\right)(i=1, \ldots, n)$ with $M_{1}=0$ and $B_{1}=T_{1}=1$. For $i=m, \ldots, n$, recursively fill in entries of the tables with

$$
M_{i}=\max _{k \in K_{i}}\left(\lambda+M_{k}+l_{k: i}\right), \quad B_{i}=\sum_{k \in K_{i}} \alpha B_{k}, \quad T_{i}=\sum_{k \in K_{i}} \alpha T_{k} L_{k: i},
$$

where $K_{i}=\{1\} \cup\{k: k=m+1, \ldots, i-m+1\}, l_{k: i}=-(i-k) \log \left(\widehat{\sigma}_{k: i}^{2}\right) / 2$ and $L_{k: i}=\exp \left\{l_{k: i}\right\}$, with $\widehat{\sigma}_{k: i}^{2}$ as the residual variance of regressing $y$ on $x$ for observations $\left(x_{j}, y_{j}\right)(j=k, \ldots, i)$.

Step 1.3. The result is

$$
G_{\mathrm{m}}^{2}=1-\exp \left\{-\frac{2}{n}\left(M_{n}-\lambda\right)\right\}, \quad G_{\mathrm{t}}^{2}=1-\left(T_{n} / B_{n}\right)^{-2 / n}
$$

Here, $M_{i}(i=m, \ldots, n)$ stores the partial maximized likelihood ratio up to the ordered observation $\left(x_{k}, y_{k}\right)(k=1, \ldots, i), B_{i}(i=m, \ldots, n)$ stores the partial normalizing constant, and $T_{i}(i=m, \ldots, n)$ stores the partial sum of the likelihood ratios. When $n$ is extremely large, we can speed up the algorithm by considering fewer slice schemes. For example, we can divide $X$ into chunks of size $m$ by rank and consider only slicing schemes between the chunks. For this method, the computational complexity is $O(n)$. We can compute $G_{\mathrm{m}}^{2}\left(X \mid Y, \lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(X \mid Y, \lambda_{0}\right)$ similarly to get $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$. Empirically, the algorithm is faster than many other powerful methods, as shown in Section A.1.

### 1.2.5 An empirical Bayes strategy for selecting $\lambda_{0}$

Although the choice of the penalty parameter $\lambda_{0}$ is not critical for the general use of $G^{2}$, we typically use $\lambda_{0}=3$ for $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ because $D(Y \mid X, 3)$ is equivalent to the Bayesian information criterion. Fine-tuning $\lambda_{0}$ can improve the estimation of $G^{2}$. We thus propose a data-driven strategy for choosing $\lambda_{0}$ adaptively. $\mathrm{BF}\left(\lambda_{0}\right)$ in (1.7) can be viewed as an approximation to $\operatorname{pr}\left(y_{1}, \ldots, y_{n} \mid \lambda_{0}\right)$ up to a normalizing constant. We thus can use the maximum likelihood principle to choose the $\lambda_{0}$ that maximizes $\operatorname{BF}\left(\lambda_{0}\right)$. We then use the chosen $\lambda_{0}$ (called $\lambda_{0}^{*}$ ) to compute $G_{\mathrm{m}}^{2}\left(\lambda_{0}^{*}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}^{*}\right)$ as estimators of $G^{2}$. In practice, we evaluate $\mathrm{BF}\left(\lambda_{0}\right)$ for a set of discrete $\lambda_{0}$ values, e.g., $\{0.5 l\}_{l=1}^{8}$, and pick the one that maximizes $\mathrm{BF}\left(\lambda_{0}\right) . \mathrm{BF}\left(\lambda_{0}\right)$ can be computed efficiently via a dynamic programming algorithm similar to that described in Section 1.2.4. As an illustration, we consider the sampling distributions of $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$ with $\lambda_{0}=0.5,1.5,2.5$ and 3.5 for

Example 1.1. $X \sim \mathcal{N}(0,1), Y=X+e$ and $e \sim \mathcal{N}\left(0, \sigma^{2}\right) ;$

Example 1.2. $X \sim \mathcal{N}(0,1), Y=\sin (4 \pi x) / 0.7+e$ and $e \sim \mathcal{N}\left(0, \sigma^{2}\right)$.

We simulate $n=225$ data points. For each model, we set $\sigma=1$ so that $G_{Y \mid X}^{2}=0.5$ and perform 1,000 replications. Figure 1.1 shows histograms of $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$ with different $\lambda_{0}$ values. The results demonstrate that, for relationships that can be approximated well by a linear function, a larger $\lambda_{0}$ is preferred because it penalizes the number of slices more heavily and the resulting sampling distributions are less biased. On the other hand, for complicated relationships such as the trigonometric function, a smaller $\lambda_{0}$ is preferable because it allows more slices, which can help capture fluctuations in the functional relationship. The figure also shows that the empirical Bayes selection of $\lambda_{0}$ works very well, leading to a proper choice of $\lambda_{0}$ for each simulated data set from both examples and resulting in the most accurate estimates of $G^{2}$. Now we let $\sigma=9.95$ so that $G_{Y \mid X}^{2}=0.01$.

Figure 1.2 presents the same analysis as Fig. 1.1 but here $X$ and $Y$ are almost independent. A larger $\lambda_{0}$ is preferable for both models; a small $\lambda_{0}$ tends to use more slices than necessary and overfits the relationship. The data-driven $\lambda_{0}$ still gives the most accurate estimates of the $G_{Y \mid X}^{2}$. Consistency of the data-driven estimators is proven in Section A.3.


Figure 1.1: Sampling distributions of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ under the two models in Section 1.2 .5 with $G_{Y \mid X}^{2}=0.5$ for $\lambda_{0}=0.5$ (dashes), 1.5 (dots), 2.5 (dot-dashes) and 3.5 (solid). The density function in each case is estimated by the histogram. The sampling distributions of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ with the empirical Bayes selection of $\lambda_{0}$ are in gray shadow and overlaid on top of other density functions.


Figure 1.2: Sampling distributions of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ under the two models in Section 1.2.5 with $G_{Y \mid X}^{2}=0.01$. The legends are the same as in Fig. 1.1.

### 1.3 Simulation studies

### 1.3.1 Consistency of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$

For a general relationship, the true value of $G^{2}$ is nontrivial to compute. However, we can calculate $G_{Y \mid X}^{2}$ for some special examples and evaluate the sum of squared errors of the estimators. Especially when $\sigma_{X} \equiv \sigma$,

$$
G_{Y \mid X}^{2}=\frac{\operatorname{var}\{f(X)\}}{\operatorname{var}\{f(X)\}+\sigma^{2}}
$$

With $X \sim U(0,1)$, we consider Examples 1.3-1.10

Example 1.3. $Y=X+e$ and $e \sim \mathcal{N}(0,1)$;

Example 1.4. $Y=X+e$ and $e \sim \mathcal{N}\left(0, \sigma_{X}^{2}\right)$;

Example 1.5. $Y=X^{2} / \sqrt{2}+e$ and $e \sim \mathcal{N}(0,1)$;
Example 1.6. $Y=X^{2} / \sqrt{2}+e$ and $e \sim \mathcal{N}\left(0, \sigma_{X}^{2}\right)$;

Example 1.7. $Y=X+e$ and $e \sim \sqrt{3} U(-1,1)$;

Example 1.8. $Y=X+e$ and $e \sim \sqrt{3} \sigma_{X} U(-1,1)$;

Example 1.9. $Y=X^{2} / \sqrt{2}+e$ and $e \sim \sqrt{3} U(-1,1)$;

Example 1.10. $Y=X^{2} / \sqrt{2}+e$ and $e \sim \sqrt{3} \sigma_{X} U(-1,1)$.
For Examples 1.3, 1.5, 1.7 and 1.9, $G_{Y \mid X}^{2}=0.5$; for Examples 1.4, 1.6, 1.8 and 1.10, $\sigma_{X}=\exp \{-|X| / 2\}$ and $G_{Y \mid X}^{2}=0.7$. We simulate 1,000 replications for each model and sample size combination, and use $\lambda_{0}=3$ for $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$. Table 1.1 shows the sum of squared errors of $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)$ for the different models as $n$ varies.

We find that the sum of squared errors decrease roughly in the order of $n^{-1}$ for both estimators and that $G_{\mathrm{t}}^{2}$ appears slightly more accurate. The sum of squared errors are similar when the function relationships are the same, regardless of the error type. This confirms that the estimation accuracies of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ are not sensitive to the Gaussian assumption.

Table 1.1: Sum of squared errors for $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ with increasing $n$

|  |  | $G_{\mathrm{m}}^{2}$ |  |  | $G_{\text {t }}^{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| Example 1.3 | 5.11 | 2.37 | 1.35 | 4.99 | 2.39 | 1.35 |
| Example 1.4 | 4.56 | 2.56 | 1.42 | 3.56 | 1.88 | 1.05 |
| Example 1.5 | 19.27 | 9.30 | 5.17 | 13.15 | 6.41 | 3.67 |
| Example 1.6 | 16.45 | 7.55 | 4.16 | 11.53 | 5.37 | 3.04 |
| Example 1.7 | 4.87 | 2.29 | 1.49 | 5.56 | 2.76 | 1.93 |
| Example 1.8 | 4.10 | 2.43 | 1.49 | 3.12 | 1.77 | 1.08 |
| Example 1.9 | 20.29 | 9.05 | 5.38 | 13.45 | 6.13 | 3.78 |
| Example 1.10 | 17.29 | 8.98 | 4.82 | 11.73 | 6.42 | 3.46 |

### 1.3.2 Power analysis

Now we compare the powers of different independence testing methods for various relationships. Here, we again fix $\lambda_{0}=3$ for both $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$. Other methods we test include the alternating conditional expectation ${ }^{3}(\mathrm{ACE})$, Genest's test ${ }^{15}$, Pearson correlation (COR), distance correlation ${ }^{53}$ (DCOR), the method of Heller et al. ${ }^{21}$ (DDP), the characteristic function method ${ }^{27}$, Hoeffding's test ${ }^{22}$, the mutual information method ${ }^{29}$ and two methods, $\mathrm{MIC}_{e}$ and $\mathrm{TIC}_{e}$, based on the maximum information criterion ${ }^{40}$. We follow the procedure for computing the powers of different methods as described in previous studies of Reshef et al. ${ }^{41}$ and a 2012 online note by N. Simon and R. Tibshirani.

For different relationships $f(X)$ and different values of noise levels $\sigma^{2}$, we simulate $(X, Y)$ with the following model:

$$
X \sim U(0,1), \quad Y=f(X)+e, \quad e \sim \mathcal{N}\left(0, \sigma^{2}\right)
$$

where $\operatorname{var}\{f(X)\}=1$. Thus $G_{Y \mid X}^{2}=\left(1+\sigma^{2}\right)^{-1}$ is a monotone function of the signal-tonoise ratio and it is of interest for us to observe how the performances of different methods deteriorate as the signal strength weakens for various relationships. We use permutations to generate the null distribution and to set the rejection region for all testing methods in all examples.

Figure 1.3 shows the power comparisons for eight relationships. We set the sample size $n=225$ and perform 1,000 replications for each relationship and $G_{Y \mid X}^{2}$ value. For a clear presentation, we only plot COR, $\mathrm{DCOR}, \mathrm{DDP}, \mathrm{TIC}_{e}, G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$, and put results for other methods in Section A.4. For any method with tuning parameters, we choose the one that results in the highest average power over all the examples. Due to computational concerns, we choose $K=3$ for DDP. It is seen that $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ perform robustly, and are always among the most powerful methods, with $G_{\mathrm{t}}^{2}$ performing slightly more powerful than $G_{\mathrm{m}}^{2}$ in almost all examples. They outperform other methods in cases such as the high frequency sine, triangle and piecewise constant functions, where piecewise linear approximation is more appropriate than other approaches. For monotonic examples such as linear and radical relationships, $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ have slightly lower power than COR, DCOR and DDP, but are still highly competitive.

We also study the performances of these methods for $n=50,100$ and 400, and find that $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ still show high power regardless of $n$ although their advantages are much less obvious when $n$ is small. More details are in Section A.4.

### 1.3.3 Equitability

Intuitively, equitability ${ }^{40}$ reflects the 'robustness' of a statistic that describes the dependence between two random variables, to the underlying relationship. For example, Pearson correlation is not an equitable statistic because it is zero for $(X, Y)$ in Example 1.2, no matter how small $\sigma$ is. An ideal equitable statistic can imply the same amount of depen-


Figure 1.3: The powers of $G_{\mathrm{m}}^{2}$ (black solid), $G_{\mathrm{t}}^{2}$ (grey solid), COR (grey markers), DCOR (black dashes), DDP (black dots) and $\mathrm{TIC}_{e}$ (black markers) for testing independence between $X$ and $Y$ when the underlying true relationships are linear, quadratic, cubic, radical, low freq sine, triangle, high freq sine and piecewise constant, respectively. The x-axis is $G_{Y \mid X}^{2}$, a monotone function of the signal-to-noise ratio, and the y-axis is the power. We choose $n=225$ and perform 1,000 replications for each relationship and $G_{Y \mid X}^{2}$.
dence, regardless of the type of relationship. In other words, equitable statistics can be used to gauge the degree of dependence. Reshef et al. ${ }^{43}$ gave two equivalent definitions for the equitability of a statistic that measures dependence. They used $\Psi=\operatorname{cor}^{2}\{Y, f(X)\}$ to define the degree of dependence when the dependence of $Y$ on $X$ can be described by a function. When $\operatorname{var}(Y \mid X)$ is a constant, $\Psi \equiv G_{Y \mid X}^{2}$. For a perfectly equitable statistic, its sampling distribution should be almost identical for different relationships with the same $\Psi$. But the existence of such a statistic for any well-defined large class of relationships remains unclear.

We repeat the equitability study in Reshef et al. ${ }^{40}$. Figure 1.4 shows the $95 \%$ confidence bands for $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$, compared with ACE, COR, DCOR and $\mathrm{MIC}_{e}$ for $X \sim$ $\mathcal{N}(0,1)$ and the relationships in Example 1.3-1.6. We choose different values of $\Psi$ with $n=225$ and conduct 1,000 replications for each case. The plots show that $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ increase along with $\Psi$ for all relationships, as expected, and that the confidence bands obtained under different relationships have a similar size and location for the same $\Psi$. The confidence bands are also comparably narrow. The $\mathrm{MIC}_{e}$ displays good equitability, though slightly worse than $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$, while the other three statistics do poorly for nonmonotone relationships. ACE tends to have wider confidence bands for Examples 1.5 and 1.6 than the other methods, while COR and DCOR have non-overlapping confidence bands for different relationships when $\Psi$ is moderately large. In other words, COR and DCOR can yield drastically different values for two relationships with the same $\Psi$. This phenomenon is as expected, since it is known that these two statistics do not perform well for non-monotone relationships.

An alternative strategy to study equitability of a statistic is to test $\mathcal{H}_{0}: \Psi=x_{0}$ against $\mathcal{H}_{1}: \Psi=x_{1}\left(x_{0}<x_{1}\right)$ for a broad set of relationships using the statistic. The more powerful a test statistic for all types of relationships, the better its equitability. For each aforementioned method, we perform right-tailed tests with the type-I error fixed at $\alpha=$


Figure 1.4: The plots from the top left to the bottom right are the $95 \%$ confidence bands of $\Psi$ for the 6 indicated methods. We choose $n=225$ and perform 1,000 replications for each relationship and each value of $\Psi$ for Examples 1.3-1.6. The shadow is the lightest for Example 1.3 and darkest for Example 1.6. $\Psi$ is a monotone function of the signal-to-noise ratio when the error variance is constant. The y-axis shows the values of the corresponding statistic.
0.05 and different combinations of $\left(x_{0}, x_{1}\right)\left(0<x_{0}<x_{1}<1\right)$. Given a fixed sample size, a perfectly equitable statistic should yield the same power for all kinds of relationships so that it is able to reflect the degree of dependence by a single value. Most statistics can perform well only for a small class of relationships. We use a heat map to demonstrate the average power of a test statistic with different pairs of $\left(x_{0}, x_{1}\right)$ in Fig. 1.5. Each dot in the plot represents the average power of a test statistic over a class of relationships; the darker the color, the higher the power. We simulate $(X, Y)$ with the following model

$$
X \sim U(0,1), Y=f(X)+e, e \sim \mathcal{N}\left(0, \sigma^{2}\right)
$$

The twenty chosen relationships, which are inspired by Reshef et al. ${ }^{41}$ are in Section A.4.
We carry out the testing for $\left(x_{0}, x_{1}\right)=(i / 50, j / 50)(i<j=1, \ldots, 49)$ with $n=225$
and conduct 1,000 replications. For any method with a tuning parameter, we choose the parameter that results in the greatest average power. We observe that $G_{\mathrm{m}}^{2}, G_{\mathrm{t}}^{2}$ and $\mathrm{MIC}_{e}$ have the best equitability, followed by ACE and $\mathrm{TIC}_{e}$. The average powers for $G_{\mathrm{m}}^{2}, G_{\mathrm{t}}^{2}$ and $\mathrm{MIC}_{e}$ over the entire range of $\left(x_{0}, x_{1}\right)$ are all 0.6 , although $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ are slightly better for larger $x_{0}$ 's. Besides, using our empirical Bayes method to select $\lambda_{0}$, the equitability of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ can be further improved. In comparison, all the remaining methods are not as equitable.

### 1.4 Discussions and future works

G-squared can be viewed as a direct generalization of R -squared. While maintaining the same interpretability as R-squared, G-squared is also a powerful measure of dependence for general relationships. Instead of resorting to curve-fitting methods to estimate the underlying relationship, we employ piecewise linear approximations with penalties and dynamic programming algorithms. Furthermore, one can approximate a relationship between two variables with piecewise polynomials or other flexible basis functions, with perhaps additional penalty terms to control the complexity. In the next chapter, we generalize this idea and use the $G_{\mathrm{m}}^{2}$ estimator to select knots in spline curve fitting.

Right now, the distributions of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ for two independent random variables are still unknown. Simulations show when $(X, Y)$ follow independent normal, the distribution of $G_{\mathrm{m}}^{2}$ is close to the distribution of $R^{2}\left\{\operatorname{Beta}\left(\frac{1}{2}, \frac{n-2}{2}\right)\right\}$, but with a heavier right tail. We can transform $X$ and $Y$ to normal distributions and use $\operatorname{Beta}\left(\frac{1}{2}, \frac{n-2}{2}\right)$ as a reference for computing the p -value. This approach can save computation time compared with the permutation test but the power is much lower when the signal is weak. It's worthwhile studying the distributions of $G_{\mathrm{m}}^{2}$ or $G_{\mathrm{t}}^{2}$ for independent relationship. Another potential work is


Figure 1.5: Heat maps for the equitability of different methods. Each red dot corresponding to ( $x_{1}, x_{0}$ ) represents the power of the method for testing $\mathcal{H}_{0}: \Psi=x_{0}$ against $\mathcal{H}_{1}: \Psi=x_{1}$, averaging over a class of relationships. The darker a dot, the higher the average power. We choose sample size $n=225$ and perform 1,000 replications for each relationship and pair of $\left(x_{1}, x_{0}\right)$.
that we can generalize the definition of G-squared in (1.2) as

$$
1-\frac{g^{-1}(E[g\{\operatorname{var}(Y \mid X)\}])}{\operatorname{var}(Y)}
$$

where $g$ is an increasing concave function. For G-squared, we choose $g=\log$ and we can study the statistic with other possible functions in the future.

Remark This chapter is based on a published paper by Wang et al. ${ }^{56}$

# G-squared for additive modeling 

### 2.1 Introduction

The problem of estimating the relationship between a response variable and multiple predictor variables emerged long time ago from many practical problems. Let $Y$ be the response variable of which the distribution depends on the predictor variables $X_{1}, \ldots, X_{p}$, such that

$$
Y=f\left(X_{1}, \ldots, X_{p}\right)+e, \quad e \sim\left[0, \sigma^{2}\right] .
$$

The function $f$ is called the reference function. The classic linear regression is a special case which assumes that $f$ is a linear combination of the predictors. When the reference function is complex, even if there is only one predictor, the problem becomes challenging.

Another special case of the problem is the additive model introduced by Hastie \& Tibshirani ${ }^{19}$, Stone ${ }^{51}$ and Stone ${ }^{52}$. In additive model, the function $f$ is the summation of $p$ univariate functions, each of which is a function of a distinct predictor variable. To be precise, the dependence of $Y$ on $X_{1}, \ldots, X_{p}$ is

$$
Y=\sum_{j=1}^{p} f_{j}\left(X_{j}\right)+e, \quad e \sim\left[0, \sigma^{2}\right] .
$$

First, let us discuss the problem when there is only one predictor, denoted as $X$.
In Statistics and machine learning literature, two main approaches are used for univariate curve fitting: kernel regression and spline method. The kernel regression, proposed by Nadaraya ${ }^{36}$ and Watson ${ }^{57}$, assumed that the realization of $f(x)$ is a weighted average of $f$ in a neighborhood of $x$. Silverman ${ }^{48}$ showed that spline smoothing corresponds approximately to smoothing by a kernel method with bandwidth depending on the local density of design points. Spline method approximates $f$ with a continuous piecewise polynomial function. The places where the pieces connect are called knots. Friedman \& Silverman ${ }^{12}$ and Friedman ${ }^{11}$ utilized truncated linear functions for curve fitting. Other commonly used spline is the basis spline (B-spline) function ${ }^{5,6}$, which has the minimal support with respect to a given degree and partition. For example, twice continuous differentiable cubic splines with equidistant knots are commonly used. The number and locations of the knots are key to the curve fitting and pre-determined knots can always be questioned with counter examples. Many data-driven methods were proposed to tackle this problem. Smoothing spline ${ }^{10}$ took every observation of $X$ as the knots and penalized the squared $L_{2}$ norm of the secondary derivative of the fitted curve. Eilers \& Marx ${ }^{9}$
and Wand \& Ormerod ${ }^{55}$ came up with P-spline and O-spline respectively, both of which had very similar penalty as smoothing splines and gave approximations of the squared $L_{2}$ norm of the secondary derivatives. These methods can even take more knots than the number of observations.

In this chapter, we propose a partition scheme based on the dependence between $X$ and Y. In Chapter 1 we introduce the G-squared statistic to evaluate the dependence between two univariate random variables and provide two estimators. The $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ estimator gives a piecewise linear, though sometimes discontinuous, estimation of the underlying relationship. We will use the knots from this partition and perform spline fitting.

For additive modeling, we will first find the knots for each predictor variable, create the spline bases and regress the response on all the bases. Unfortunately, additive modeling has good performance when the number of variables $(p)$, is much smaller than the sample size ( $n$ ). In recent years, practical problems inspired the study of large- $p$-small- $n$ cases, where the response depends only on a small proportion of the predictors, but the number of predictors are much larger than the sample size. Lin et al. ${ }^{30}$ penalized the sum of the reproducing kernel Hilbert space norms of each component, to select variables and fit a nonparametric estimation of each component. This method can also consider interactions between variables. Ravikumar et al. ${ }^{39}$ chose the $L_{2}$ norm of each component as the penalty, which can be treated as a function version of the group least absolute shrinkage and selection operator ${ }^{60}$ (LASSO). Huang et al. ${ }^{24}$ utilized adaptive group LASSO, as a generalization of the adaptive $\mathrm{LASSO}^{61}$, to select nonzero components. In this chapter, we propose two approaches for components selection: the adaptive group LASSO penalty and Bayesian information criterion (BIC). When $p$ is comparably small, we suggest the BIC approach because it has smaller integrated squared error; when $p$ is comparably large, we suggest the adaptive group LASSO approach because it has a more consistent variable selection result.

The rest of this chapter is organized as follows. In Section 2.2 we propose the spline curve fitting with the knots by the $G_{\mathrm{m}}^{2}$ estimator. In Section 2.3 we discuss two marginal curve fitting methods and the two approaches for additive modeling. In Section 2.4 we present some simulation studies, both for curve fitting and additive modeling, and apply the methods to the Boston housing data. Section 3.4.2 concludes this chapter and proposes future research works.

### 2.2 G-squared for curve fitting

### 2.2.1 $\quad G_{\mathrm{m}}^{2}$ estimator for curve fitting

Suppose we have two random variables $X$ and $Y$ such that $Y=f(X)+e$ where $e \sim\left[0, \sigma^{2}\right]$. When estimating $G_{Y \mid X}^{2}$ with $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$, we obtain a piecewise linear estimator of $f(X)$. If the optimal slicing has more than one slice, the estimator is discontinuous at the breakpoints. Let $\hat{f}$ be the piecewise linear function fitted by $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$. To show that $\hat{f}$ converges to $f$, we need the following conditions:

Condition 2.1. The random variables $X$ and $Y$ are bounded continuously with finite nonzero variances.

Condition 2.2. $f(X)$ has continuous and bounded derivatives almost everywhere.

With these preparations, we can state that

Theorem 2.1. Under Conditions 2.1 and 2.2, for all $\lambda_{0}>0$,

$$
\frac{1}{n} \sum_{i=1}^{n}\left\{Y_{i}-\hat{f}\left(X_{i}\right)\right\}^{2} \rightarrow \sigma^{2} \text { and } \frac{1}{n} \sum_{i=1}^{n}\left\{f\left(X_{i}\right)-\hat{f}\left(X_{i}\right)\right\}^{2} \rightarrow 0 \text { as } n \rightarrow \infty
$$

The theorem, proved in Section B.1, shows that the mean squared error (MSE) will converge to zero as the sample size increases. Another interesting quantity to describe
consistency besides MSE is the integrated squared error (ISE), defined as

$$
\mathrm{ISE}=E\{f(X)-\hat{f}(X)\}^{2}
$$

This quantity can be viewed as the expectation of the out-of-sample MSE. It is also of interest to see whether the integrated squared error will converge to zero as the sample size increases. We will compare ISE in the simulation studies. After estimating $G_{Y \mid X}^{2}$ by the $G_{\mathrm{m}}^{2}$ estimator, if there are more than one slice, we can use the breakpoints as knots to perform spline fitting. In this chapter, we use cubic spline throughout the examples. Simulation studies show that this method is more robust to different $f$ compared with the plain spline fitting with equidistant knots.

### 2.2.2 Choice of $\lambda_{0}$

As discussed in Section 1.2.5, the choice of $\lambda_{0}$ can determine the estimation of $G_{Y \mid X}^{2}$. We suggest $\lambda_{0}=3$ because the corresponding penalized log-likelihood resembles BIC. We also propose a data-drive strategy, which can help improve the accuracy of estimating $G^{2}$. This strategy tries to balance the signal strength and curve complexity. Suppose there is one oracle $\lambda_{0}$ that yields the minimum ISE, called the oracle ISE. Simulation studies in Section 2.4.2 shows that the ISE by $\lambda_{0}^{*}$ (defined in Section 1.2.5) is close to the oracle ISE. In the rest of this chapter, if not stated explicitly, we use $\lambda_{0}^{*}$ for curve fitting and additive modeling.
2.3 G-squared for additive modeling

Suppose the reference function between $Y$ and $X_{1}, \ldots, X_{p}$ is

$$
Y=\mu+\sum_{j=1}^{p} f_{j}\left(X_{j}\right)+e, \quad E f_{j}\left(X_{j}\right)=0, \quad \operatorname{var}(e)=\sigma^{2}
$$

We assume that only a small subset of $f_{j} \mathrm{~s}$ are nonzero. For additive modeling, we need to select the nonzero components and fit the corresponding curves. In this section, we present the two approaches for variable selection in additive modeling. Before any selection step, we first estimate $G_{\mathrm{m}}^{2}$ between each predictor and the response, and then create spline bases of each predictor according to the knots by $G_{\mathrm{m}}^{2}$. If no need for variable selection, we regress the response on the bases. Otherwise, we propose 1) the adaptive group LASSO to select variables, in which each group consists of the spline bases of each variable; 2) BIC to select variables, in which we choose or drop an entire group together. Simulation studies in Section 2.4.4 show that the first approach has better consistency with respect to variable selection and the second approach has smaller prediction error.

### 2.3.1 Marginal curve fitting

In additive modeling, we calculate $G_{\mathrm{m}}^{2}$ between each predictor and the response marginally, and take the knots under each optimal slicing scheme. The B-spline is well defined for bounded variables, so for simplicity we assume that each predictor is between 0 and 1 . Now let us have a look at the spline bases used for additive modeling. For each variable $X_{j}$, if the optimal slicing scheme is only one slice, the spline base is $\psi_{j, 1}(x) \propto x$ such that

$$
E\left\{\psi_{j 1}\left(X_{j}\right)\right\}=0, \quad \operatorname{var}\left\{\psi_{j 1}\left(X_{j}\right)\right\}=1
$$

If the optimal slicing scheme has more than one slice, suppose the knots are $c_{j_{t}}(t=$ $\left.1, \ldots, K_{j}-m\right)$ where $m$ is the degree of the spline, the spline bases are denoted as $\psi_{j k}^{m}(x)(k=$ $\left.1, \ldots K_{j}\right)$ such that

$$
E\left\{\psi_{j k}^{m}\left(X_{j}\right)\right\}=0, \quad \operatorname{var}\left\{\psi_{j k}^{m}\left(X_{j}\right)\right\}=1, \quad \operatorname{cov}\left\{\psi_{j k_{1}}^{m} \psi_{j k_{2}}^{m}\left(X_{j}\right)\right\}=0\left(k_{1} \neq k_{2}\right) .
$$

We treat the bases of each predictor variables as a group and use these groups for the adaptive group LASSO or the BIC model selection.

When some of the marginal $G_{\mathrm{m}}^{2} \mathrm{~s}$ are too small, the marginal curve fitting can select only one slice and fail to fit the relationship properly. We introduce an adaptive way for the marginal fitting. Before describing the procedure, let us look at a simple and intuitive example. Suppose there are only two independent predictor variables, $X_{1}$ and $X_{2}$, then

$$
G_{Y \mid X_{j}}^{2}=\frac{\operatorname{var}\left\{f_{j}\left(X_{j}\right)\right\}}{\operatorname{var}\left\{f_{1}\left(X_{1}\right)\right\}+\operatorname{var}\left\{f_{2}\left(X_{2}\right)\right\}+\sigma^{2}}(j=1,2) .
$$

If we can estimate $f_{1}\left(X_{1}\right)$ precisely, then let $R=Y-f_{1}(X)$ and

$$
G_{R \mid X_{2}}^{2}=\frac{\operatorname{var}\left\{f_{2}\left(X_{2}\right)\right\}}{\operatorname{var}\left\{f_{2}\left(X_{2}\right)\right\}+\sigma^{2}}
$$

It is obvious $G_{R \mid X_{2}}^{2} \geq G_{Y \mid X_{2}}^{2}$ and there is no doubt the estimation of $f_{2}\left(X_{2}\right)$ is easier by $G_{R \mid X_{2}}^{2}$ than $G_{Y \mid X_{2}}^{2}$. This inspires us to explore knots for each predictor adaptively: we can fit $G_{\mathrm{m}}^{2}$ on the residual variable instead of on the original response variable. The advantage is obvious: the $G^{2}$ between the predictor and the residual variable should be larger than that between the predictor and the response, so the relationship is easier to capture. In other words, in each step, we calculate the $G_{\mathrm{m}}^{2}$ between the residual variable and the remaining predictors, pick the largest one and subtract the piecewise linear fitted values from the residual variable. Algorithms 1 and 2 present the steps for the simple and adaptive
marginal curve fitting. The shortcoming of the adaptive method is that the procedure can introduce new noises, and the computation time is $O\left(p^{2}\right)$. Simulation studies show that when the number of predictors is comparably small and when the predictors are independent, the adaptive marginal fitting can reduce ISE. When the number of predictors is large or when the predictors are dependent, we prefer the simple marginal fitting.

## Algorithm 1: Simple marginal curve fitting

```
for \(j=1, \ldots, p\) do
    Compute spline bases with \(G_{\mathrm{m}}^{2}\left(Y \mid X_{j}, \lambda_{0}^{*}\right)\);
end
```

Algorithm 2: Adaptive marginal curve fitting
Initialize $R=Y, I=\{1, \ldots, p\}$;
for $j=1, \ldots, p$ do
for $k \in I$ do
Let $k_{j}=\operatorname{argmax}_{k \in S} G_{\mathrm{m}}^{2}\left(R \mid X_{k}, \lambda_{0}^{*}\right)$ and $\hat{f}_{k_{j}}$ be the corresponding piecewise linear fitted values;

Compute spline bases with $G_{\mathrm{m}}^{2}\left(Y \mid X_{k}, \lambda_{0}^{*}\right)$;
Let $R=R-\hat{f}_{k_{j}}$ and $I=I \backslash\left\{k_{j}\right\} ;$
end
end

### 2.3.2 Adaptive group LASSO for additive modeling

First, we describe the group LASSO. For linear regression, variable selection with response $Y$ and predictors $X_{j}$ 's, if we have the prior knowledge that some of the predictors should be selected or dropped together, we can perform group LASSO ${ }^{60}$ instead of plain LASSO. Suppose that $X$ can be grouped by the non-overlapping groups $g \in \mathcal{G}$. Let
$I_{g}=\{j: j \in g\}$ be the indices of the predictors belonging to group $g$. Suppose the predictors inside each group are standard and orthogonal, that is $X_{I_{g}}^{T} X_{I_{g}}=I_{\left|I_{g}\right|}$. The group LASSO minimizes the following penalty function:

$$
\begin{equation*}
\left\|Y-\mu-\sum_{g \in \mathcal{G}} X_{I_{g}} \beta_{I_{g}}\right\|_{2}^{2}+\lambda \sum_{g \in \mathcal{G}} \sqrt{\left|I_{g}\right|} \mid\left\|\beta_{I_{g}}\right\|_{2} \tag{2.1}
\end{equation*}
$$

Here, the $L_{2}$ norm of a random variable $Z$ is defined as $\|Z\|_{2}^{2}=E\left(Z^{2}\right)$. Under this setting, $\left\|\beta_{I_{g}}\right\|_{2}=\left\|X_{I_{g}} \beta_{I_{g}}\right\|_{2}$, which is the $L_{2}$ norm of the fitted values of each group. $\sqrt{\left|I_{g}\right|}$ penalizes the group size. The group LASSO guarantees that the predictors inside each group are selected or dropped together. In the additive modeling, we can treat each spline base $\psi_{j, k}^{m}\left(X_{j}\right)$ as a new variable and the spline bases for a same predictor belong to a same group. The penalty function is as follows

$$
\begin{equation*}
\left\|Y-\mu-\sum_{j=1}^{p} \sum_{k=1}^{K_{j}} \psi_{j k}^{m}\left(X_{j}\right) \beta_{j k}\right\|^{2}+\lambda \sum_{j=1}^{p} \sqrt{\sum_{k=1}^{K_{j}} \beta_{j k}^{2}} \tag{2.2}
\end{equation*}
$$

Let $\tilde{f}_{j}=\sum_{k=1}^{K_{j}} \psi_{j k}^{m}\left(X_{j}\right) \beta_{j k},(2.2)$ is equivalent to

$$
\left\|Y-\mu-\sum_{j=1}^{p} \tilde{f}_{j}\left(X_{j}\right)\right\|^{2}+\lambda \sum_{j=1}^{p}\left\|\tilde{f}_{j}\left(X_{j}\right)\right\|_{2} .
$$

The difference between (2.1) and (2.2) is that we do not penalize the size of each group. This is because when calculating $G_{\mathrm{m}}^{2}$, we have already considered the number of slices.

For real observations, suppose the realization of $\left(Y, X_{1}, \ldots, X_{p}\right)$ are $\left(y_{i}, x_{1 i}, \ldots, x_{p i}\right)(i=$ $1, \ldots, n)$. After we find the knots of each variable and calculate the spline bases, we lin-
early transform the splines bases, $\psi_{j k}^{m}\left(x_{j i}\right)$ to $\varphi_{j k}^{m}\left(x_{j i}\right)$, such that

$$
\frac{1}{n} \sum_{i=1}^{n} \varphi_{j k}^{m}\left(x_{j i}\right)=0, \quad \frac{1}{n} \sum_{i=1}^{n} \varphi_{j k_{1}}^{m}\left(x_{j i}\right) \varphi_{j k_{2}}^{m}\left(x_{j i}\right)=I_{\left\{k_{1}=k_{2}\right\}}\left(k_{1}, k_{2}=1, \ldots, p\right)
$$

Then we minimize

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left\{y_{i}-\bar{y}-\sum_{j=1}^{p} \sum_{k=1}^{K_{j}} \varphi_{j, k}^{m}\left(x_{j, i}\right) \beta_{j, k}\right\}^{2}+\lambda \sum_{j=1}^{p} \sqrt{\sum_{k=1}^{K_{j}} \beta_{j, k}^{2}} \tag{2.3}
\end{equation*}
$$

Adaptive LASSO is introduced by $\mathrm{Zou}^{61}$ for a more consistent variable selection. For our adaptive group LASSO step, we first perform group LASSO and get the estimated $\hat{\beta}_{j k}$ 's. Then we perform a second step group LASSO to minimize

$$
\frac{1}{n} \sum_{i=1}^{n}\left\{y_{i}-\sum_{j=1}^{p} \sum_{k=1}^{K_{j}} \varphi_{j k}^{m}\left(x_{j i}\right) \beta_{j k}\right\}^{2}+\lambda \sum_{j=1}^{p} \omega_{j} \sqrt{\sum_{k=1}^{K_{j}} \beta_{j k}^{2}}, \quad \omega_{j}^{-1}=\sqrt{\sum_{k=1}^{K_{j}} \hat{\beta}_{j k}^{2}} .
$$

If some predictor is not selected in the first step group LASSO, the weight for the second step group LASSO equals infinity, which means this predictor will not be selected in the second group LASSO. Intuitively, if one component is selected in the first step but its $L_{2}$ norm is extremely small, this component can possibly be a false positive selection. In the second step, its weight is very large so that this component can be easily dropped.

### 2.3.3 Bayesian information criterion

The Bayesian information criterion is defined as

$$
\begin{equation*}
n \log \left[\frac{1}{n} \sum_{i=1}^{n}\left\{y_{i}-\sum_{j \in J} \sum_{k=1}^{K_{j}} \varphi_{j, k}^{m}\left(x_{j, i}\right) \beta_{j, k}\right\}^{2}\right]+\log (n) d_{J} \tag{2.4}
\end{equation*}
$$

where $J$ is the set of the selected predictors and $d_{J}$ is the degree of freedom. Intuitively, $d_{J}$ is between $|J|$ and $\sum_{j \in J} K_{j}$, so we choose $\sum_{j \in J} K_{j}$ in this chapter. The optimal variable selection is $J^{*}$ that minimizes (2.4). We perform forward selection to find the optimal $J^{*}$ and only use BIC when the number of predictors is small.

### 2.4 Empirical studies

### 2.4.1 G-squared for curve fitting

In this section, we compare the plain spline fitting and the spline fitting with the knots by $G_{\mathrm{m}}^{2}$, which we call the $G_{\mathrm{m}}^{2}$ estimator (denoted as $\tilde{f}$ ) in this section. We consider the following relationships in Fig. 2.1:

Example 2.1. $f_{1}(x)=x / 0.23$,
Example 2.2. $f_{2}(x)=(x-0.5)^{2} / 0.075$,
Example 2.3. $f_{3}(x)=||x-0.5|-0.25| / 0.07$,
Example 2.4. $f_{4}(x)=\sin \left(4 \pi x^{3}\right) / 0.58$.
The relationships are normalized so when $X \sim U(0,1), \operatorname{var}\left\{f_{j}(x)\right\}=1(j=1, \ldots, 4)$.
Let use consider $Y=f_{j}(X)+e$ with $e \sim \mathcal{N}(0,1)$ and $n=225$. For the plain spline fitting, when we choose $N$ equidistant knots, they are $j /(N+1)(j=1, \ldots, N)$. To estimate ISE, we sample $n_{0}=10,000$ independent new observations, $x_{i}^{0}\left(i=1, \ldots n_{0}\right)$, from $U(0,1)$ and estimate the ISE by the

$$
\frac{1}{n_{0}} \sum_{i=1}^{n_{0}}\left\{\tilde{f}_{j}\left(x_{i}^{0}\right)-f_{j}\left(x_{i}^{0}\right)\right\}^{2}
$$

Tables 2.1 shows the average ISE for the four examples by different strategies. We choose $\lambda_{0}=3$ for the $G_{\mathrm{m}}^{2}$ estimator. For the plain spline fitting, if the locations of the knots are exactly the change-points of the curve, like $N=1$ for $f_{2}$ and $N=3$ for $f_{3}$, the spline fitting
yields the minimum ISEs and is slightly smaller than the $G_{\mathrm{m}}^{2}$ estimator. However, when the locations of the knots do not match the real change-points, like $N=2$ for $f_{3}$, the integrated squared error increases drastically. For the real problem, it is unrealistic to assume that the number of change-points is known or the change-points are equidistant. Besides, when the relationship is linear $\left(f_{1}\right)$ or when the changes points are not equidistant $\left(f_{4}\right)$, ISE by the plain spline fitting is larger than the $G_{\mathrm{m}}^{2}$ estimator. We suggest the $G_{\mathrm{m}}^{2}$ estimator for curve fitting because it is robust to the underlying relationships, and can adjust the number and locations of the knots based on the data.
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Figure 2.1: The curves for $f_{j}(j=1, \ldots, 4)$. The dashes indicate the change-points.

Table 2.1: The average ISEs for $f_{j}(x)(j=1, \ldots, 4)$ with plain spline fitting and the $G_{\mathrm{m}}^{2}$ estimator

|  | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $N=1$ | $\mathbf{0 . 0 2 3 ( \mathbf { 0 . 0 1 5 ) }}$ | $\mathbf{0 . 0 2 3 ( \mathbf { 0 . 0 1 5 } )}$ | $0.236(0.021)$ | $0.761(0.031)$ |
| $N=2$ | $0.028(0.017)$ | $0.027(0.016)$ | $0.382(0.027)$ | $0.629(0.028)$ |
| $N=3$ | $0.033(0.019)$ | $0.032(0.018)$ | $\mathbf{0 . 0 4 4 ( \mathbf { 0 . 0 1 7 } )}$ | $\mathbf{0 . 3 6 4 ( \mathbf { 0 . 0 6 0 } )}$ |
| $N=4$ | $0.038(0.021)$ | $0.037(0.019)$ | $0.085(0.020)$ | $0.496(0.110)$ |
| $G_{\mathrm{m}}^{2}$ | $\mathbf{0 . 0 1 1 ( \mathbf { 0 . 0 1 4 } )}$ | $\mathbf{0 . 0 2 7 ( \mathbf { 0 . 0 1 7 } )}$ | $\mathbf{0 . 0 6 5 ( \mathbf { 0 . 0 3 5 } )}$ | $\mathbf{0 . 2 6 2 ( 0 . 1 5 0 )}$ |

### 2.4.2 Optimal $\lambda_{0}$ for curve fitting

Next, let us study the choice of $\lambda_{0}$ for the following four relationships:

Example 2.5. $g_{1}(x)=x / 0.23$.

Example 2.6. $g_{2}(x)=\sin (\pi x) / 0.3$,

Example 2.7. $g_{3}(x)=\sin (2 \pi x) / 0.7$,

Example 2.8. $g_{4}(x)=\sin (3 \pi x) / 0.7$,

The relationships are normalized so when $X \sim U(0,1), \operatorname{var}\left\{g_{j}(x)\right\}=1(j=1, \ldots 4)$. Let use consider $Y=g_{j}(X)+e$ with $e \sim \mathcal{N}(0,1)$ and $n=225$. We choose $\lambda_{0}$ from $\left\{0.1 \times 1.1^{t}\right\}_{t=1}^{60}$. For each pair of $(X, Y)$, we fit the $G_{\mathrm{m}}^{2}$ estimator with each $\lambda_{0}$ and then fit the $G_{\mathrm{m}}^{2}$ estimator with $\lambda_{0}^{*}$ chosen from the above 60 candidates, as discussed in Section 1.2.5 and 2.2.2. In Fig. 2.2, the bold lines represent the ISEs fitted by different $\lambda_{0} \mathrm{~s}$, and the dashes are the integrated squared errors by the data-driven $\lambda_{0}^{*}$. The ISE by $\lambda_{0}^{*}$ is quite close to the oracle ISE and the ratio between them is less than 1.13. An interesting phenomenon is that for each $g_{j}$, there is a region of $\lambda_{0}$ that can yield almost the same minimum ISE. This is because for $\lambda_{0}$ 's in this region, the slicing schemes for a pair of $(X, Y)$ are always the same. Figure 2.3 shows the histograms of the chosen $\lambda_{0}^{*}$ and most of the values are smaller than 4 . In the following sections, when we use the data-driven strategy to choose $\lambda_{0}$, we choose from $\{0.5 l\}_{l=1}^{8}$.

For a better presentation of our methods, we use some abbreviations for different variations. The simple marginal fitting is denoted as MGS-; the adaptive marginal fitting is denoted as AMGS-. The adaptive group LASSO approach is denoted as -AGL; the BIC approach is denoted as -BIC. For example, a method with adaptive marginal fitting and adaptive group LASSO approach is called AMGS-AGL.

### 2.4.3 Simple and adaptive marginal fitting

In this section, we repeat the example in Lin et al. ${ }^{30}$ and let $X_{j}=\left(W_{j}+t U\right) /(1+t)$ where $U, W_{j} \sim U(0,1)(j=1, \ldots, p)$. Therefore $\operatorname{corr}\left(X_{j}, X_{k}\right)=t^{2} /\left(1+t^{2}\right)$. The relationships


Figure 2.2: The ISEs by different $\lambda_{0}$ 's and $\lambda_{0}^{*}$ 's for $g_{j}(j=1, \ldots, 4)$


Figure 2.3: The histogram of $\lambda_{0}^{*}$ 's for $g_{j}(j=1, \ldots, 4)$
are

$$
\begin{aligned}
h_{1}(x)= & 5 x, \quad h_{2}(x)=3(2 x-1)^{2}, \quad h_{3}(x)=\frac{4 \sin (2 \pi x)}{2-\sin (2 \pi x)} \\
h_{4}(x)= & 6\left\{0.1 \sin (2 \pi x)+0.2 \cos (2 \pi x)+0.3 \sin ^{2}(2 \pi x)\right. \\
& \left.+0.4 \cos ^{3}(2 \pi x)+0.5 \sin ^{3}(2 \pi x)\right\} .
\end{aligned}
$$

Let $e \sim \mathcal{N}(0,1)$ and $\sigma=1.32$ so that the signal to noise ratio is 9 . When $t=0$, the predictors are independent, and

$$
G_{Y \mid X_{1}}^{2}=0.12, \quad G_{Y \mid X_{2}}^{2}=0.05, \quad G_{Y \mid X_{3}}^{2}=0.19, \quad G_{Y \mid X_{4}}^{2}=0.54
$$

If we can pick $X_{4}, X_{3}, X_{1}, X_{2}$ and remove $h_{4}\left(X_{4}\right), h_{3}\left(X_{3}\right), h_{1}\left(X_{1}\right)$ sequentially, the adjusted G-squared will become

$$
G_{Y \mid X_{4}}^{2}=0.54, \quad G_{R_{1} \mid X_{3}}^{2}=0.41, \quad G_{R_{2} \mid X_{1}}^{2}=0.45, \quad G_{R_{3} \mid X_{2}}^{2}=0.31
$$

where $R_{1}=Y-h_{4}\left(X_{4}\right), R_{2}=R_{1}-h_{3}\left(X_{3}\right)$ and $R_{3}=R_{2}-h_{1}\left(X_{1}\right)$. The original marginal G-squared for $X_{2}$ is extremely small compared with the other variables, however, the 'adjusted' G-squared of $X_{2}$ increases by six times.

We choose $p=10, n=100,225,400$ and fit with MGS-AGL, MGS-BIC, AMGSAGL, AMGS-BIC for 1,000 repetitions. For the adaptive group LASSO, we pick $\lambda$ by five-fold cross validation. Besides, we compare our method with SPAM by Ravikumar et al. ${ }^{39}$ and the adaptive group LASSO method (AGL) by Huang et al. ${ }^{24}$. For SPAM and AGL, we use 5 knots and the locations are the $k / 6(k=1, \ldots, 5)$ quantiles for each predictor. Table 2.2 presents the ISEs with $t=0$. The adaptive marginal curve fitting, especially with -BIC, has smaller ISE, compared with SPAM and AGL. Table 2.3 shows
the false negative and positive selections. We find that the adaptive marginal curve fitting with -AGL reduces both selections compared with the simple marginal curve fitting. This is because in the simple marginal curve fitting, $G_{\mathrm{m}}^{2}$ estimator always fits one slice for $X_{2}$ and the linear correlation between $h_{2}\left(X_{2}\right)$ and $Y$ happens to be zero, so $X_{2}$ is not always selected. The adaptive marginal curve fitting can fit more than one slice for $X_{2}$ so the influence of this variable on $Y$ can be detected. When the predictors are dependent, the marginal $G^{2}$ is not easy to compute and it is not straight forward to 'remove' the impact of one single predictor, so we suggest the adaptive marginal curve fitting when the predictors are independent with small $p$.

Table 2.2: The average ISEs with $t=0$ for $h_{j}(j=1, \ldots, 4)$

| $n$ | 100 | 225 | 400 |
| :---: | :---: | :---: | :---: |
| MGS-AGL | $2.46(1.32)$ | $1.23(0.77)$ | $0.63(0.42)$ |
| MGS-BIC | $2.04(1.03)$ | $1.00(0.68)$ | $0.49(0.38)$ |
| AMGS-AGL | $1.50(1.07)$ | $0.62(0.25)$ | $0.42(0.16)$ |
| AMGS-BIC | $\mathbf{1 . 2 6 ( 1 . 1 3 )}$ | $\mathbf{0 . 4 5 ( \mathbf { 0 . 2 1 ) }}$ | $\mathbf{0 . 2 9 ( 0 . 1 5 )}$ |
| SPAM | $2.00(0.77)$ | $0.95(0.38)$ | $0.63(0.20)$ |
| AGL | $1.49(0.61)$ | $0.59(0.17)$ | $0.39(0.10)$ |

Table 2.3: The average of false negative and positive selections with $t=0$ for $h_{j}(j=1, \ldots, 4)$

|  | false negative |  |  | false positive |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.66 | 0.41 | 0.18 | 0.02 | 0 | 0 |
| MGS-BIC | 0.61 | 0.39 | 0.17 | 0.30 | 0.15 | 0.08 |
| AMGS-AGL | 0.27 | 0 | 0 | 0.04 | 0 | 0 |
| AMGS-BIC | 0.24 | 0 | 0 | 0.31 | 0.16 | 0.10 |
| SPAM | 0.01 | 0 | 0 | 3.64 | 4.05 | 4.29 |
| AGL | 0.24 | 0 | 0 | 0.09 | 0.01 | 0 |

### 2.4.4 A variable selection example

In this section, we use the same predictors as in Section 2.4.3 and the following relationships:

$$
\begin{aligned}
& k_{1}(x)=2.25 \sin \left(4 \pi x^{2}\right), \quad k_{2}(x)=5 x, \quad k_{3}(x)=5(2 x-1)^{2}, \\
& k_{4}(x)=-187.5(x-0.2)(x-0.3)(x-0.5)(x-0.9) .
\end{aligned}
$$

When $X \sim U(0,1), \operatorname{var}\left\{k_{j}(X)\right\}=1(j=1, \ldots, 4)$. Let $e \sim \mathcal{N}(0,1)$ so that the signal to noise ratio is 9 . Figure 2.4 shows an example with $n=100, p=10$ and $t=0$. The dots are the observations, the bold lines are the fitted curves by AMGS-BIC and the gray lines are the real curves. Each curve is standardized for a better illustration. It is obvious that the fitted curves almost lie on the true curves, which means that the fitting method can capture the relationship between the predictors and the response almost exactly.


Figure 2.4: The example in Section 2.4.4 and the fitted curves by AMGS-BIC with $n=100, p=10$ and $t=0$. The dots are the observations, the bold lines are the fitted curves and the gray lines are the real curves.

For a better study of our method, we choose the number of sample size as $n=100,225,400$ and the number of predictors as $p=10,20,50,100,200$. For each combination of $(n, p)$, we perform 1,000 repetitions. In the main text, we only consider the uncorrelated cases with $t=0$. We present the results for the correlated cases in Section B.2.

### 2.4.4.1 $\quad$ Small $p$

In this part, we only consider $p=10$ and 20. We implement AMGS-AGL and AMGSBIC together with SPAM and AGL. Table 2.4 tells us that among all the methods, AMGSBIC has the smallest ISE. Compared with -AGL method, -BIC method has smaller bias when the method picks the correct variables. The table shows that with larger sample size, our methods performs better.

Table 2.4: The average ISEs (small p ) with $t=0$ for $k_{j}(j=1,2,3,4)$

|  | $p=10$ |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 |
| AMGS-AGL | $1.14(2.56)$ | $0.39(0.22)$ | $0.23(0.14)$ |
| AMGS-BIC | $1.10(3.46)$ | $\mathbf{0 . 2 9 ( 0 . 2 0 )}$ | $\mathbf{0 . 1 6 ( 0 . 1 2 )}$ |
| SPAM | $1.75(0.41)$ | $1.07(0.20)$ | $0.85(0.12)$ |
| AGL | $\mathbf{0 . 8 5 ( 0 . 3 9 )}$ | $0.35(0.11)$ | $0.22(0.07)$ |
|  |  | $p=20$ |  |
| $n$ | 100 | 225 | 400 |
| AMGS-AGL | $1.23(1.12)$ | $0.38(0.22)$ | $0.23(0.12)$ |
| AMGS-BIC | $1.31(1.52)$ | $\mathbf{0 . 3 0 ( 0 . 1 9 )}$ | $\mathbf{0 . 1 6 ( 0 . 1 1 )}$ |
| SPAM | $1.95(0.47)$ | $1.13(0.20)$ | $0.89(0.12)$ |
| AGL | $\mathbf{0 . 8 4 ( \mathbf { 0 . 3 6 } )}$ | $0.34(0.11)$ | $0.22(0.07)$ |

Now let us discuss the variable selection performance. We present the average number of false negative and false positive selections of each method in Tables 2.5. The results show that SPAM has high false positive selection and the variable selection of our methods, especially AMGS-AGL, are more consistent. We can use -BIC for smaller ISE and -AGL for consistent variable selection result.

### 2.4.4.2 $\quad$ Large $p$

Now we consider $p=50,100$ and 200 and implement MGS-AGL together with SPAM and AGL. Similarly, we compare the average ISEs as well as false negative and positive selections of predictors. Table 2.6 tells us that the average ISEs of AMG-AGL are slightly

Table 2.5: The average of false negative and positive selections (small p ) with $t=0$ for $k_{j}(j=1,2,3,4)$

| false negative | $p=10$ |  |  | $p=20$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |  |
| AMGS-AGL | 0.06 | 0 | 0 | 0.11 | 0 | 0 |  |
| AMGS-BIC | 0.07 | 0 | 0 | 0.14 | 0 | 0 |  |
| SPAM | 0 | 0 | 0 | 0 | 0 | 0 |  |
| AGL | 0 | 0 | 0 | 0 | 0 | 0 |  |
| false positive | $p=10$ |  |  | $p=20$ |  |  |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |  |
| AMGS-AGL | 0.03 | 0 | 0 | 0.10 | 0 | 0 |  |
| AMGS-BIC | 0.32 | 0.17 | 0.11 | 0.77 | 0.47 | 0.27 |  |
| SPAM | 3.75 | 3.90 | 4.25 | 7.34 | 7.70 | 8.25 |  |
| AGL | 0.08 | 0.01 | 0 | 0.11 | 0.03 | 0 |  |

larger than those of AGL. As the sample size grows, the average ISEs approach those of AGL. Tables 2.7 shows the average false negative and false positive selections of the predictor variables and MGS-AGL has the best consistency performance.

Table 2.6: The average ISEs (large p ) with $t=0$ for $k_{j}(j=1,2,3,4)$

|  | $p=50$ |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.63(1.25)$ | $0.56(0.46)$ | $0.32(0.21)$ |
| SPAM | $2.19(0.54)$ | $1.21(0.21)$ | $0.92(0.12)$ |
| AGL | $\mathbf{0 . 8 7 ( 0 . 3 5 )}$ | $\mathbf{0 . 3 3 ( 0 . 1 1 )}$ | $\mathbf{0 . 2 1 ( 0 . 0 7 )}$ |
|  |  | $p=100$ |  |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.62(1.43)$ | $0.58(0.45)$ | $0.32(0.22)$ |
| SPAM | $2.39(0.57)$ | $1.27(0.21)$ | $0.95(0.13)$ |
| AGL | $\mathbf{0 . 8 8}(\mathbf{0 . 4 5 )}$ | $\mathbf{0 . 3 3 ( 0 . 1 1 )}$ | $\mathbf{0 . 2 2 ( 0 . 0 7 )}$ |
|  |  | $p=200$ |  |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.68(1.35)$ | $0.57(0.45)$ | $0.33(0.22)$ |
| SPAM | $2.68(0.69)$ | $1.34(0.23)$ | $0.98(0.13)$ |
| AGL | $\mathbf{1 . 0 1 ( 0 . 7 4 )}$ | $\mathbf{0 . 3 3 ( 0 . 1 1 )}$ | $\mathbf{0 . 2 1 ( 0 . 0 7 )}$ |

To conclude, our methods perform better with larger sample size ( $n \geq 225$ ). When the number of predictors is not large, if the variables are independent, we suggest the AMGS-

Table 2.7: The average of false negative and positive selections (large p ) with $t=0$ for $k_{j}(j=1,2,3,4)$

| false negative | $p=50$ |  |  | $p=100$ |  |  | $p=200$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.20 | 0 | 0 | 0.21 | 0 | 0 | 0.22 | 0 | 0 |
| SPAM | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| AGL | 0 | 0 | 0 | 0 | 0 | 0 | 0.04 | 0 | 0 |
| false positive |  | $p=50$ |  | $p=100$ |  |  |  |  |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.24 | 0.02 | 0 | 0.40 | 0.07 | 0 | 0.77 | 0.11 | 0.01 |
| SPAM | 12.91 | 14.18 | 14.65 | 17.44 | 19.34 | 19.65 | 21.31 | 25.36 | 26.19 |
| AGL | 0.15 | 0.16 | 0.04 | 0.20 | 0.32 | 0.06 | 0.20 | 0.39 | 0.11 |

BIC for a smaller prediction error; otherwise we suggest MGS-BIC. When the number of predictors is large, we suggest MGS-AGL for a consistent variable selection.

### 2.4.5 Boston housing data

We consider the Boston housing price data from Harrison \& Rubinfeld ${ }^{18}$ with $n=506$ observations for the census districts of the Boston metropolitan area. The data is available in the R-package 'lmbench'. We choose ten continuous predictors to predict 'medv'. We perform AMGS-BIC and select six relevant predictors, 'nox', 'rm', 'dis', 'tax', 'ptratio' and 'Istat'. The irrelevant predictors are 'crim', 'indus', 'age' and 'b'. We use $\lambda_{0}=3$ here because all the predictors have very large marginal $G_{\mathrm{m}}^{2}$. Figure 2.5 shows the fitted curves for the selected variables. The gray dots are the real observations and the black lines are the fitted curves. The predictors are linearly transformed to the interval $[0,1]$.

### 2.5 Conclusions

In this chapter, we use the $G_{\mathrm{m}}^{2}$ estimator to perform curve fitting and additive modeling. In fact, the $G_{\mathrm{m}}^{2}$ estimator already fits a piecewise linear curve between the two random variables. When the true relationship is linear, the $G_{\mathrm{m}}^{2}$ estimator can easily identify it. The knots by the $G_{\mathrm{m}}^{2}$ estimator can be treated as the knots for spline curve fitting. Simulation


Figure 2.5: The fitted curves of 'nox', 'rm', 'dis', 'tax', 'ptratio' and 'lstat' for Boston housing data. The gray dots are the real observations and the black lines are the fitted curves.
studies show that this approach is robust to the underlying function relationship compared with plain spline fitting. We also discuss how to select $\lambda_{0}$ and the data-driven strategy produces ISE that is quite close to the oracle ISE.

For additive fitting, we suggest two methods to find knots for each predictor, the simple marginal curve fitting and the adaptive marginal curve fitting. When the number of predictors is small and the predictors are independent, the adaptive method has smaller ISE and detects predictors with extremely small marginal $G^{2}$,s. When the number of predictors is large, the adaptive method introduces error itself so we prefer the simple marginal fitting method. For variable selection, we try the adaptive group LASSO and the BIC approaches. When the number of predictors is small, we suggest the BIC approach; when the number of predictors is large, we suggest the adaptive group LASSO approach.

In the future, we need more theoretical understandings of the variable selection nature for both methods. Besides, for the adaptive group LASSO approach, we select $\lambda$ with
five-fold cross validation. Ravikumar et al. ${ }^{39}$ utilized two heuristic estimates of the risk to choose the regularization parameters. This can also be a future method to tune $\lambda$. Simulation studies show that when the sample size is small, the variable selection performance is not as good as other methods. Similarly, the performance of $G_{\mathrm{m}}^{2}$ in independence testing is slightly worse than DDP with $n=50,100$ (see Section A.4). This is because when $n$ is small, the $G_{\mathrm{m}}^{2}$ estimator sometimes fails to find the change points. A potential solution is to change the penalty term. For example, we already use a penalty that resembles BIC. We can try Akaike information criterion ${ }^{1}$ (AIC) as an adjustment because AIC penalizes less than BIC on the log-likelihood.

## Calibration concordance by multiplicative

## shrinkage

### 3.1 Introduction

The calibration of instruments is fundamental if measurements obtained with different instruments are to be compared or combined. In many settings, calibration is based on a data set obtained by using several instruments to measure one or more well-understood sources. The goal is to derive adjustments that can be applied to future observations for
reliable absolute measurements. Direct linear adjustments, however, often result in poor calibration of the instruments, no quantification of the calibration error, and hence they do not permit researchers to assess the effect of calibration uncertainty on final estimates. The main difficulty of deriving reliable adjustments for instruments springs from the variations intrinsic to the sources and instruments along with individual measurement errors.

Several complications arise when attempting to properly modeling a calibration data set. First, the physical models, which are derived using various approximations based on scientists' current understandings of the instruments, are not exact. Second, known physical quantities are typically estimates themselves and even when their estimated errors are available, standard plug-in estimators and error propagation techniques may lead to biased or overly optimistic results. Third, data quality varies in ways that cannot be fully quantified, especially across instruments or in the presence of outliers. Finally, the number of unknown model parameters increases with both the number of instruments and the number of sources, leading to well-known model challenges. Together these challenges and subtleties explain that although many researchers have worked on the calibration problem, principled statistical adjustments have yet to be developed.

In this chapter, we resolve these challenges by first introducing a multiplicative observation model and then developing an approximate log-normal approach to model the mean signals for each source measured by each instrument while considering measurement errors. Furthermore, because the number of parameters grows with both the number of instruments and sources, the model fitting requires advanced Bayesian computational algorithms. Lastly, we propose a more general log-t model to handle the outliers that are often present in such data.

### 3.1.1 Calibration in astronomical instruments

In astrophysics, various instruments are used by different teams of scientists to understand intrinsic properties of astronomical objects. Although it is possible to make relative comparisons of different sources observed with the same instrument, unless the instruments are properly calibrated, we cannot make reliable absolute measurements or make comparisons of sources observed with different instruments. Therefore, calibration of different instruments is an important, and on-going, problem for astrophysicists.

To perform in-flight calibration, a set of well understood sources are observed with multiple instruments to derive adjustments that can be made to future observations and obtain reliable absolute measurements. Deriving adjustments for astronomical instruments based on observing multiple sources with multiple instruments is defined as the calibration concordance problem. This chapter is motivated by the need for a statistically principled solution and is a joint effort between astrophysicists and statisticians, both expertise is needed to appropriately quantify the uncertainties while properly incorporating scientific understanding. This chapter describes the general calibration problem in terms of its manifestation with astronomical instruments.

First, two basic concepts that are essential to describe precisely the scientific question are the flux of each astronomical source and the effective area of each instrument.

- Flux: the absolute flux is the quantity of luminous energy incident upon the aperture of a telescope per unit area per unit time. The absolute flux of an astronomical source depends on the luminosity of the object and its distance from the earth, both of which are intrinsic to the object. For a fixed source spectrum, i.e., the distribution of photon energies, the measured flux is directly proportional to the number of photons detected in each detector on an astronomical instrument. If the spectrum changes, or the detector on the instrument changes, then so will the number of pho-
tons and the measured flux.
- Effective Area: the geometric area of an instrument is an upper bound on its capacity to collect photons. Many factors can reduce the efficiency of photon collection, including mirror reflectivity, structural obscuration, filter transmission, detector sensitivity, etc. This reduction in efficiency is also photon-energy dependent. The effective area is the equivalent geometric size of an ideal detector that would have the same collection capability and it is empirically measured or theoretically calculated and tabulated as a function of energy. The effective area of the instrument is used to estimate the absolute flux of an astronomical source given its measured flux. Since the effective area varies with energy, astronomers often consider different energy bands for comparing observations as different instruments. We will adopt the same convention.

Second, the calibration problem arises because the effective areas of the instruments are not known precisely, and thus absolute measurements of the flux of an astronomical source cannot be obtained: different instruments yield different measured fluxes for the same source. In other words, the problem of calibration among different instruments is equivalent to estimating the effective area of each instrument.

Astronomers may use several instruments with different and uncertain effective areas to measure the fluxes of astronomical sources. The measurements are the numbers of photons from each object received on each detector. Since we do not know the effective areas precisely, we aim to improve them using data for common sources. After proper adjustments of the effective areas, instruments measuring a common source should agree within statistical uncertainty on the absolute flux of each astronomical source.

### 3.1.2 Notations and a multiplicative physical model

Suppose we observe photon counts, $c_{i j}(i=1, \ldots, N, j=1, \ldots, M)$, where $i$ indexes the instruments and $j$ indexes the sources. We denote the expected photon counts by $C_{i j}$ for each instrument-source pair. Here and elsewhere we use lower case for observed quantities and estimators and upper case for unobserved estimands. Let $F_{j}$ be the absolute flux of source $j$. To estimate $F_{j}$ from the observed photon counts, we need the effective area $A_{i}$ of each instrument. An estimate of each effective area $a_{i}$ is obtained through the knowledge of the instrument designers, but we assume that we do not have information for estimating each $F_{j}$ other than the $c_{i j}$.

The observed photon counts depend on two factors: the absolute flux of the source and the effective area of the instrument. Because source fluxes have units of photons per second and per square centimeter, they are multiplied by instrument effective areas and exposure times $T_{i j}$ to obtain expected photon counts. Thus, the multiplicative model is

$$
\begin{equation*}
C_{i j}=T_{i j} A_{i} F_{j}(i=1, \ldots, N, j=1, \ldots, M) . \tag{3.1}
\end{equation*}
$$

Although we omit details here, the multiplicative constant $T_{i j}$ contains not only the exposure time, but also other factors that can be calculated approximately by astrophysicists; see Marshall et al. ${ }^{32}$ for details. We regard $T_{i j}$ as a fixed constant for now and the uncertainties related to $T_{i j}$ will be considered and discussed for further improvements.

Generally, astronomical effective areas come with estimated systematic uncertainties given by the calibration scientists based on their empirical knowledge about each instrument as well as statistical uncertainties based on the assumed Poisson nature of the detected light. With a typical dataset, astronomers provide their estimated uncertainties for each of the $c_{i j}$ and for the $a_{i}$. How to utilize both uncertainties in statistical models and
whether these estimated uncertainties suffice to explain the variance in the data are intriguing statistical questions that we also seek to tackle in this chapter.

The remainder of this chapter is organized as follows. In Section 3.2, we introduce our statistical model for calibration concordance, a log-normal hierarchical model, followed by its properties and extensions to a more general log-t model, which handles outliers. In Section 3.3, we illustrate model fitting results with both simulated and real data. We conclude in Section 3.4 with a brief discussion on the frequentist equivalence of the model, a summary, and areas of future works.

### 3.2 Building and fitting calibration models

### 3.2.1 Modeling multiplicative means

We can rewrite (3.1) as

$$
\begin{equation*}
\log C_{i j}-\log T_{i j}=\log A_{i}+\log F_{j}=B_{i}+G_{j} \tag{3.2}
\end{equation*}
$$

where $B_{i}=\log A_{i}$ and $G_{j}=\log F_{j}$. Although (3.2) holds at the estimand level, the corresponding estimator/observation equation does not. Specifically, if we let $y_{i j}=\log c_{i j}-$ $\log T_{i j}, b_{i}=\log a_{i}$ and $g_{j}=\log f_{j}$, we cannot expect that $y_{i j}=b_{i}+g_{j}+e_{i j}$ and that $e_{i j}$ is independent of $\left(b_{i}, g_{j}\right)$ with mean zero. This is because this observation equation incorrectly assumes that the expectation of $y_{i j}$ is determined by $b_{i}$ and $g_{j}$, while they are estimators of $B_{i}$ and $G_{j}$.

Instead, we assume that the measurement error in $c_{i j}$ for $C_{i j}$ is multiplicative and postulate the regression model,

$$
\begin{equation*}
y_{i j}=\alpha_{i j}+B_{i}+G_{j}+e_{i j}, \quad e_{i j} \sim \mathcal{N}\left(0, \sigma_{i}^{2}\right) ; \tag{3.3}
\end{equation*}
$$

where $y_{i j}$ is obtained from quantities that are either observed $\left(c_{i j}\right)$ or supplied $\left(T_{i j}\right)$. Nevertheless, when $c_{i j}=0$ occurs (as in out simulation study), we will use the conventional 0.5 . We call this the zero-modified count and denote as $\tilde{c}$. The measurement error $e_{i j}$ is independent Gaussian with mean 0 and variance $\sigma_{i}^{2}$. Thus, the observed counts $c_{i j}$ follows a log-normal distribution. We define $\alpha_{i j}=-0.5 \sigma_{i}^{2}$ as the half-variance correction for the multiplicative mean modeling in (3.1) on the log scale to ensure that $E c_{i j}=C_{i j}$, because

$$
E c_{i j}=T_{i j} E e^{y_{i j}}=T_{i j} e^{\alpha_{i j}+0.5 \sigma_{i}^{2}} e^{B_{i}} e^{G_{j}}=T_{i j} A_{i} F_{j}=C_{i j} .
$$

For convenience, when the $\sigma_{i}^{2}$ are known, we define $y_{i j}^{\prime}=y_{i j}+\alpha_{i j}$ and use this notation throughout the chapter.

Recall that $b_{i}=\log a_{i}$ is estimated with uncertainty based on expert empirical knowledge of instrument $i$, thus we can view $b_{i}$ as a noisy observation of $B_{i}$ with noise level $\tau_{i}$, i.e.

$$
\begin{equation*}
b_{i} \sim \mathcal{N}\left(B_{i}, \tau_{i}^{2}\right) . \tag{3.4}
\end{equation*}
$$

Together with (3.3), this gives a frequentist random-effect regression model, which is discussed in Section 3.4.1. We assume the $\tau_{i}$ are known from expert knowledge as they are in our applied examples.

We adopt a Bayesian perspective, i.e. we reverse the roles of $b_{i}$ and $B_{i}$ in (3.4) and assume

$$
\begin{equation*}
B_{i} \sim \mathcal{N}\left(b_{i}, \tau_{i}^{2}\right) \tag{3.5}
\end{equation*}
$$

This reversal can be justified more formally by using (3.4) along with a flat prior on the $B_{i}$, which implies (3.5). There are three advantages of a Bayesian perspective in this setting: 1) by characterizing empirical knowledge in a prior distribution, we can update the prior information with the observed data and give a full posterior distribution of the quan-
tities of interest, which yields automatic uncertainty quantification for the estimators; 2) the maximum-a-posteriori (MAP) estimators obtained from the hierarchical model are shrinkage estimators, which intuitively summarize how information from various instruments and sources are best combined; 3) since the dimension of the parameter space is large and the parameters of interest are highly correlated, Bayesian computational methods, such as the Markov chain Monte Carlo (MCMC) algorithms, are better suited for exploring the parameter space than optimization algorithms.

In setting up our models, we have made several approximations and simplifications. First, the observations collected by astronomical instruments are in fact photon counts, which are usually modeled with a Poisson distribution. Since the observed photon counts in our real examples are typically large, the Gaussian model is a good approximation. Furthermore, we prefer the Gaussian model because both its mean and variance are free parameters which permits the variance term to accommodate imperfections in the mean model. We will provide a detailed discussion of the Gaussian approximation to a Poisson model in our numerical experiments in Section 3.3.1.2.

In (3.3), we assume that the variance for the measurement error depends on the instrument but not on the source. This assumption works reasonably well in our applied examples, but generally, each $e_{i j}$ can have its own variance, $\sigma_{i j}^{2}$, i.e. $e_{i j} \sim \mathcal{N}\left(0, \sigma_{i j}^{2}\right)$. If the $\sigma_{i j}^{2}$ are unknown, it is generally necessary to constrain them to ensure identifiability. For example, we can assume either that 1) the variance is only object-dependent, i.e. $\sigma_{i j}^{2}=\sigma_{j}^{2}$ or 2) the variance is additive, i.e. $\sigma_{i j}^{2}=\omega_{i}^{2}+\lambda_{j}^{2}$. If the $\sigma_{i j}^{2}$ are known, inference is much easier since the $B_{i}$ 's and the $G_{j}$ 's are the only unknown quantities. Hereafter, we refer to the case when the $\sigma_{i j}^{2}$ 's are known as the known variance model and the case when the $\sigma_{i}^{2}$ 's are unknown as in (3.3) as the unknown variance model.

We consider the known variance model because, as noted in the introduction, astronomers provided their estimate of the uncertainties of measurements, i.e., the $\sigma_{i j}^{2}$ 's. However, as
illustrated in subsequent sections through both simulated and real data, the unknown variance model, which is the primary model in this chapter, is more flexible, robust, and is recommended in practice. This is because the inferred adjustment of effective areas could be either overly-optimistic or overly-conservative if the specified $\sigma_{i j}^{2}$ 's are inaccurate, which is often the case in practice due to an incomplete understanding of the uncertainties in measurements and data processing.

Finally, because not all sources may be observed with all instruments, we define $J_{i}$ to be the set of indexes of the objects observed by detector $i$ and $I_{j}$ the set of indexes of the instruments that observe object $j$. If the set of objects observed with each instrument reflect a biased selection mechanism, our model may produce misleading results. As a first approximation, we assume there is no selection bias or that the selection mechanism is ignorable ${ }^{45}$.

### 3.2.2 Log-normal hierarchical model

In this section, we embed the log-normal regression model given in (3.3) into a Bayesian hierarchical model. To do this, we need prior distributions for $B_{i}$ 's, $G_{j}$ 's, and $\sigma_{i}^{2}$ 's when they are unknown. Since we have no prior information for $G_{j}$ 's, we use independent flat priors on the real line whereas we assume (3.5) for $B_{i}$ 's. When $\sigma_{i}^{2}$ 's are unknown, we assume independent Inverse-Gamma distributions with degree of freedom $d f_{g}$ and scale $\beta_{g}$. In summary, the log-normal hierarchical model is written as

$$
\begin{align*}
y_{i j} \mid B_{i}, G_{j}, \sigma_{i}^{2} & \sim \mathcal{N}\left(-\frac{\sigma_{i}^{2}}{2}+B_{i}+G_{j}, \sigma_{i}^{2}\right),  \tag{3.6}\\
\sigma_{i}^{2} & \sim \operatorname{Inv-Gamma}\left(d f_{g}, \beta_{g}\right), \\
B_{i} & \sim N\left(b_{i}, \tau_{i}^{2}\right), G_{j} \sim \text { flat prior. }
\end{align*}
$$

Let $B=\left(B_{1}, \ldots, B_{N}\right)^{t}, G=\left(G_{1}, \ldots, G_{M}\right)^{t}, \sigma^{2}=\left(\sigma_{1}^{2}, \ldots, \sigma_{N}^{2}\right)^{t}$, and $\tau^{2}=\left(\tau_{1}^{2}, \ldots, \tau_{N}^{2}\right)^{t}$, where $x^{t}$ denotes the transpose of a vector $x$. Let $D=\left\{y_{i j}, b_{i}\right\}$ represent the data and $\psi=$ $\left\{\sigma^{2}, \tau^{2}\right\}$ be the variance parameters.

Under the prior specifications for $\left\{B_{i}, G_{j}, \sigma_{i}^{2} \mid i=1, \ldots, N, j=1, \ldots, M\right\}$ given in (3.6), we can show that: the posterior is proper when all instruments measure all sources, i.e., $\left|J_{i}\right|=M(i=1, \ldots, N)$, and the MAP estimator of each $\sigma_{i}^{2}$ is bounded away from zero by a finite constant which only depends on the hyper-parameters. Furthermore, this prior specification avoids the problem of unbounded posterior distribution, that would arise with flat priors on the $\sigma_{i}^{2}$. The proofs of these claims are in Section C.2.

### 3.2.3 Posterior distributions and their sampling

A special case of (3.6) occurs when the variances $\sigma_{i}^{2}$ and $\tau_{i}^{2}$ are known. The logarithm of the joint posterior distribution of $B$ and $G$ conditioning on $\psi$ is

$$
\begin{equation*}
L(B, G \mid \psi)=-\sum_{1 \leq i \leq N, j \in J_{i}} \frac{\left(y_{i j}^{\prime}-B_{i}-G_{j}\right)^{2}}{2 \sigma_{i}^{2}}-\sum_{i=1}^{N} \frac{\left(b_{i}-B_{i}\right)^{2}}{2 \tau_{i}^{2}} . \tag{3.7}
\end{equation*}
$$

This is a quadratic function of the $B_{i}$ and $G_{j}$, thus the joint posterior of $B$ and $G$ is multivariate Gaussian. More precisely, the posterior distribution of $(B, G)$ is a multivariate Gaussian with mean $\mu=\Omega^{-1} \gamma$ and variance-covariance matrix $\Omega^{-1}$, where $\Omega$ is an $(N+M) \times(N+M)$ matrix with

$$
\Omega_{i, i}=M_{i} \sigma_{i}^{-2}+\tau_{i}^{-2}, \quad \Omega_{j+N, j+N}=\sum_{i \in I_{j}} \sigma_{i}^{-2}, \quad \Omega_{i, j+N}=\sigma_{i}^{-2} I_{j \in J_{i}}
$$

and $\gamma$ is a column vector of length $(N+M)$ with

$$
\gamma_{i}=\left(\sum_{j \in J_{i}} y_{i j}^{\prime}\right) \sigma_{i}^{-2}+b_{i} \tau_{i}^{-2}, \quad \gamma_{j+N}=\sum_{i \in I_{j}} y_{i j}^{\prime} \sigma_{i}^{-2}
$$

$M_{i}=\left|J_{i}\right|$ is the number of elements in $J_{i}(1 \leq i \leq N, 1 \leq j \leq M)$.
When the variances are unknown, numerical techniques are required to explore the joint posterior distribution. Since the dimension of the parameter space, $(2 N+M)$, is typically large and the parameters are highly correlated, we use a Hamiltonian Monte Carlo (HMC) algorithm ${ }^{37}$, which delivers a less correlated sample than more traditional MCMC techniques ${ }^{34,20,14,31}$. We implement HMC using the STAN package ${ }^{23,49}$ in Python ${ }^{50}$.

We have also implemented a blocked Gibbs sampler, which gives satisfactory performance and enables us to crosscheck the results from STAN. In the blocked Gibbs sampler, we sample the $B_{i}$ and $G_{j}$ jointly to improve mixing: since as we just noted in Section 3.2.3, they jointly follow a multivariate Gaussian distribution conditioning on $\psi$. This is much more efficient than one-parameter-at-a-time Gibbs sampling in both our simulated and real data examples. Section C. 1 gives details of the computational algorithms we adopted.

We now derive the MAP estimators, which are shrinkage estimators ${ }^{8,35}$ of the $B_{i}$ and the $G_{j}$, and thus correspond to power shrinkage on the original scale, i.e., $A_{i}$ and $F_{j}$. The shrinkage estimators enjoy the intuitive interpretation of combining information among all the instruments and sources, which well serves the purpose of calibration concordance across instruments and sources.

To derive the MAP estimators conditioning on $\psi$, we set the derivative of the logposterior in (3.7) to be zero. The conditional MAP estimators, denoted by $\widehat{B}_{i}(\psi)$ and $\widehat{G}_{j}(\psi)$, satisfy

$$
\begin{equation*}
\widehat{B}_{i}(\psi)=W_{i} b_{i}+\left(1-W_{i}\right)\left(\bar{y}_{i .}^{\prime}-\bar{G}_{i}\right), \quad \widehat{G}_{j}(\psi)=\bar{y}_{\cdot j}^{\prime}-\bar{B}_{i}, \tag{3.8}
\end{equation*}
$$

where $\bar{G}_{i}$ is the precision weighted average of the $\widehat{G}_{j}(\psi)$ over $j \in J_{i}$ and $\bar{B}_{j}$ is the precision
weighted average of the $\widehat{B}_{i}(\psi)$ over $j \in J_{i}$, i.e.

$$
\bar{G}_{i}=\frac{\sum_{j \in J_{i}} \widehat{G}_{j}(\psi) \sigma_{i}^{-2}}{\sum_{j \in J_{i}} \sigma_{i}^{-2}}, \quad \bar{B}_{j}=\frac{\sum_{i \in I_{j}} \widehat{B}_{i}(\psi) \sigma_{i}^{-2}}{\sum_{i \in I_{j}} \sigma_{i}^{-2}}
$$

$\bar{y}_{i}^{\prime}$ is the precision weighted average of the $y_{i j}^{\prime}$ over $j \in J_{i}$, and $\bar{y}_{j}^{\prime}$ is the precision weighted average of the $y_{i j}^{\prime}$ over $i \in I_{j}$, i.e.

$$
\bar{y}_{i \cdot}^{\prime}=\frac{\sum_{j \in J_{i}} y_{i j}^{\prime} \sigma_{i}^{-2}}{\sum_{j \in J_{i}} \sigma_{i}^{-2}}, \quad \bar{y}_{\cdot j}^{\prime}=\frac{\sum_{i \in I_{j}} y_{i j}^{\prime} \sigma_{i}^{-2}}{\sum_{i \in I_{j}} \sigma_{i}^{-2}},
$$

and the weights,

$$
W_{i}=\frac{\tau_{i}^{-2}}{\tau_{i}^{-2}+M_{i} \sigma_{i}^{-2}},
$$

are the precisions of the direct information in the $b_{i}$ relative to the indirect information for estimating the $B_{i}$. Thus $W_{i}$ can be regarded as the proportion of information from the prior. From studying this, we can make more informative choices for the prior variances $\tau_{i}^{2}$ when we do not have precise values of $\tau_{i}^{2}$ from experts. In our real applications, we can choose reasonable values of the $\tau_{i}^{2}$ by examining this quantity, to ensure our results are largely data-driven rather than prior-driven. We elaborate on this in the data analysis in Section 3.3.2.1, with detailed results given in Section C.5.

When the $\sigma_{i}^{2}$ are unknown, we use independent conjugate priors for the $\sigma_{i}^{2}$ as in Section 3.2.2. In this case, the MAP estimators satisfy both (3.8) and

$$
\begin{equation*}
\widehat{\sigma}_{i}^{2}=2\left(\sqrt{1+S_{y, i}^{2}}-1\right), \quad S_{y, i}^{2}=\frac{1}{M_{i}+d f_{g}}\left(\sum_{j \in J_{i}}\left(y_{i j}-\widehat{B}_{i}-\widehat{G}_{j}\right)^{2}+\beta_{g}\right) . \tag{3.9}
\end{equation*}
$$

We simultaneously solve (3.8) and (3.9) numerically and denote the MAP estimators that solve these equations by $\left\{\widehat{B}_{i}, \widehat{\sigma}_{i}^{2}, \widehat{G}_{j}\right\}$. Because of the log transformation in the regression in (3.3), the estimate for the variance in (3.9) is on the same scale as the data and the
mean. This seeming contradiction can be explained by observing that the data are already on the log-scale.

Intriguingly, we notice that the MAP estimator for the variance is also of a shrinkage form. This is most clearly seen by re-expressing (3.9) as

$$
\begin{equation*}
\widehat{\sigma}_{i}^{2}=2\left(\sqrt{1+S_{y, i}^{2}}-1\right)=\frac{2}{1+\sqrt{1+S_{y, i}^{2}}} S_{y, i}^{2} \equiv R_{i} S_{y, i}^{2} \tag{3.10}
\end{equation*}
$$

where $S_{y, i}^{2}$ as defined in (3.9) is similar to the natural residual variance estimator for $\sigma_{i}^{2}$, except for the prior distribution. The half-variance correction leads to a shrinkage of $S_{y, i}^{2}$ because $R_{i}$ is bounded above by 1 . The degree of shrinkage depends on $S_{y, i}^{2}$ itself. The larger $S_{y, i}^{2}$ is, the smaller $R_{i}$ is, and the more shrinkage there is in the estimator of $\sigma_{i}^{2}$.

### 3.2.4 Extensions to handle outliers: log-t model

The framework of Section 3.2.2 assumes Gaussian noise on the log scale and the halfvariance correction depends on this Gaussian assumption. However, taking logs is not enough to get rid of some extreme outliers, which are not rare in astronomical observations since some sources can be quite dim, causing the photon collection highly imprecise. Therefore, the log-normal hierarchical model may not be robust to outliers. Here we propose a generalization of the log-normal model by introducing a unique variance $\sigma_{i j}^{2}$ for each observation $y_{i j}$. In this way, we can down weight outliers for more robust inference.

For any observation $y_{i j}$, we assume

$$
\begin{equation*}
y_{i j} \mid B_{i}, G_{j}, \sigma_{i j}^{2}=-0.5 \sigma_{i j}^{2}+B_{i}+G_{j}+e_{i j}, \quad e_{i j} \sim \mathcal{N}\left(0, \sigma_{i j}^{2}\right) . \tag{3.11}
\end{equation*}
$$

Under (3.11), $E\left(e^{y_{i j}} \mid B_{i}, G_{j}\right)=E\left\{E\left(e^{y_{i j}} \mid B_{i}, G_{j}, \sigma_{i j}\right) \mid B_{i}, G_{j}\right\}=A_{i} F_{j}$, so the multiplicative model (3.1) still holds. Depending on the assumptions we place on $\sigma_{i j}$ 's, (3.11) includes
the following cases:

Case 1: log-normal model with known variances. If the $\sigma_{i j}$ are known constants, the noise terms are independent Gaussians with mean 0 and variance $\sigma_{i j}^{2}$. Thus the model in (3.11) is equivalent to (3.6) with known variances.

Case 2: log-normal model with unknown variances. If $\sigma_{i j}^{2}=\sigma_{i}^{2} \sim \operatorname{Inv-Gamma}\left(d f_{g}, \beta_{g}\right)$ for all $j$, the model in (3.11) is equivalent to (3.6) when the variances $\psi$ are unknown.

Case 3: log-t model. If $\sigma_{i j}^{2} \sim \operatorname{Inv-Gamma}\left(d f_{g}, \beta_{g}\right)$, i.e. independent Inv-Gamma distribution for all $i, j$. The error term $e_{i j}$ follows independent student-t distributions, with degree of freedom $2 d f_{g}$ and scale $\sqrt{\beta_{g} / d f_{g}}$.

The fitting of the log-t model in Case 3 is also achieved with the HMC algorithm using the STAN package.

It is worth emphasizing that besides down weighting outliers, Case 3 also permits a unique variance for each instrument-source combination, which is impossible for the log-normal regression model (3.6) where the observational noise is only instrument dependent. Therefore, the log-t model is more flexible than the log-normal model, but with a price of more computational cost: the dimension of the parameter space for the log-t model is higher than for the log-normal hierarchical model. Thus, the convergence of the HMC algorithm is harder to achieve and the sampling takes longer. A potential limitation of the log-t model is when $\sigma_{i j}$ is large, it is very likely that the half variance correction $0.5 \sigma_{i j}^{2}$ gives a larger value than the absolute value of the error $e_{i j}$, considering the relative order in terms of $\sigma_{i j}^{2}$. This results in $y_{i j}$ being very small, i.e., the model is more likely to generate small outliers as opposed to large outliers. We verify this numerically by simulating data from the model and examining the left and right tails of the observations.

We demonstrate the effectiveness of the log-t model compared with the log-normal hierarchical model for simulated and real data in Sections 3.3.1.3 and 3.3.2.4. In general, the log-normal model is robust enough for real applications. Thus, we recommend users to fit the log-normal model before resorting to the more complicated log-t model. However, the log-t model can provide more precise results in the presence of outliers, especially when computational cost is not a concern.
3.3 Examples: simulated and applied results

In Section 3.3.1, we validate the methodology proposed in Section 3.2 through a series of simulation studies. We show that 1) the log-normal hierarchical model works well when the model is correctly specified; 2) under realistic model misspecification, the log-normal hierarchical model can still give valid results; 3) plugging-in known variances given by astronomers can give overly optimistic results which leads to misleading adjustments, especially when there exist unknown uncertainties; 4) the log-t model performs better than the log-normal model in fitting data with outliers. We illustrate model fitting using real data compiled by IACHEC researchers in Section 3.3.2.

### 3.3.1 Numerical simulations

3.3.1.1 Simulations with correctly specified model

In Simulation I, we simulate from the log-normal model with $N=10$ instruments and $M=40$ sources. We set each $B_{i}=5$ and each $G_{j}=3$, and independently sample $b_{i}=\log a_{i}$ from $\mathcal{N}\left(B_{i}, 0.05^{2}\right)$. The variances are specified as $\sigma_{i}^{2}=0.1^{2}$ and $\tau_{i}^{2}=0.05^{2}$ for each $i$. When the $\sigma_{i}^{2}$ are assumed known, Section 3.2.3 gives the posterior distributions of the $B_{i}$ and $G_{j}$. If, on the other hand, the $\sigma_{i}^{2}$ are unknown, we specify the priors with $d f_{g}=2, \beta_{g}=0.1^{2}$ and use the HMC algorithm to obtain a Monte Carlo sample
from the joint posterior distribution. The results of Simulation I in Fig. 3.1 show that the posterior distributions of the effective areas and variances match the true values and that the posterior distributions of the $B_{i}$ 's are similar regardless of whether the variances are known.


Figure 3.1: Simulation I. Posterior distributions of the $B_{i}$ (row 1) and the $\sigma_{i}$ (row 2) under known and unknown variance scenarios. The gray histograms represent the posterior samples of the $B_{i}$ and the $\sigma_{i}$ with unknown variances. The solid vertical lines are the true values. The solid black density curves on top of the histograms in the first row denote the closed-form posterior densities of the $B_{i}$ when the $\sigma_{i}^{2}$ are known (0.12).

We also find through simulations in Section C.4.1 that for the same number of instruments, the larger the number of sources, the better the estimated effective areas are but the estimated fluxes may not be better. Whereas for the same number of sources, the larger the number of instruments, the better the estimated fluxes are but the estimated effective areas may not be better.

### 3.3.1.2 Simulations with misspecified model

There are several approximations we make in the log-normal hierarchical model. Specifically, we model Poisson photon counts using a log-normal distribution and we assume the $T_{i j}$ are known in (3.1). These approximations are justifiable theoretically. Here we study
the influences of the former approximation with simulation studies and leave more results of the latter approximation and a combination of both in Section C.4.2.

Suppose more appropriately that $c_{i j} \sim \operatorname{Poisson}\left(C_{i j}\right)$ with $C_{i j}=A_{i} F_{j}$. As mentioned in Section 3.2, the Gaussian assumption is a good approximation to the Poisson model when the counts are large. We can directly verify this using numerical experiments.

In Simulation II and III, we set $N=10, M=40$, and choose each $\tau_{i}=0.05$. We generate the prior mean $b_{i}$ from $\mathcal{N}\left(B_{i}, 0.05^{2}\right)$. We use independent inverse gamma priors with shape $d f_{g}=2$ and rate $\beta_{g}=0.1^{2}$. Besides, in Simulation II, each $B_{i}=1$ and $G_{j}=1$ while in Simulation III, each $B_{i}=5$ and $G_{j}=3$. Thus Simulation II represents a low count scenario where the normal approximation may not be appropriate. Applying the delta method to the zero-modified Poisson model $\tilde{c}_{i j}$ gives that $\sigma_{i 1}^{2} \approx 0.367^{2}$ and $\sigma_{i j}^{2} \approx$ $0.018^{2}(i=1, \ldots, N, j=2, \ldots, M)$. As expected, the fitted values of the $B_{i}$ and $G_{j}$ are much better in Simulation III; Figures 3.2 and 3.3 give detailed comparisons under Simulations II and III.


Figure 3.2: Simulations II. The legend is the same as in Fig. 3.1.

Suppose a user plugged in $\sigma_{i}^{2}=0.1^{2}$, a hypothetical value of the $\sigma_{i}^{2}$, as the known variances. Comparing the histograms and the overlying curves from Fig.s 3.2 and 3.3, we see that our model fitting with known variances: 1) is overly optimistic if the specified variances are smaller than the variances estimated under the unknown variance model; 2) is conservative if the specified variances are larger than the variances estimated under the


Figure 3.3: Simulations III. The legend is the same as in Fig. 3.1.
unknown variance model.
In summary, when the data is generated from a Poisson model, assuming a hypothetical known variance can possibly be detrimental. If the assumed known variances are not large enough to account for the model misspecification, the estimated effective areas and fluxes can be biased and the posterior coverage can be bad; furthermore, the model gives overly optimistic results - possibly false positive signals. On the contrary, assuming large hypothetical known variances is a much safer choice since the inflated variances consider of the model misspecification. However, larger variances mean less precision, which leads to less informative results.

### 3.3.1.3 Simulation studies with outliers

We demonstrate the effectiveness of the log-t model in dealing with outliers through Simulation IV. We simulate from a Poisson model with $N=10$ and $M=40$. We set each $B_{i}=5$ and $G_{1}=-2, G_{j}=3(j=2, \ldots, M)$. The $b_{i}$ are independently sampled from $\mathcal{N}\left(B_{i}, 0.05^{2}\right)$. The prior for $\sigma_{i}^{2} / \sigma_{i j}^{2}$ is Inv-Gamma with $d f_{g}=4$ and $\beta_{g}=0.1^{2}$. Applying the delta method to the zero-modified Poisson model $\tilde{c}_{i j}$ gives that $\sigma_{i 1}^{2} \approx 0.232^{2}$ and $\sigma_{i j}^{2} \approx 0.018^{2}(i=1, \ldots, N, j=2, \ldots, M)$. As discussed in Section 3.2.4, when the true $\sigma_{i j}^{2}$ for some sources are much larger than the others, the corresponding observations are likely, but not necessarily, to be outliers. Thus, in this example, the observations from the
first source are likely to be outliers.
Figure 3.4 compares the fitted results of the log-normal model and the log-t model through the standardized residuals,

$$
\begin{equation*}
\widehat{\mathcal{R}}_{i j}=\frac{y_{i j}-\widehat{B}_{i}-\widehat{G}_{j}+0.5 \widehat{\sigma}_{i j}^{2}}{\widehat{\sigma}_{i j}}=\frac{y_{i j}-\widehat{B}_{i}-\widehat{G}_{j}}{\widehat{\sigma}_{i j}}+0.5 \widehat{\sigma}_{i j}, \tag{3.12}
\end{equation*}
$$

for the observations from the first three sources. Some observations from the first source (blue circles) appear to be outliers, with standardized residuals lying outside the $[-2,2]$ interval, in the log-normal model but not in the log-t model. In the log-normal model, setting $\sigma_{i j}^{2}=\sigma_{i}^{2}$ causes failure due to some source-dependent large variances: $\sigma_{i 1}^{2} \gg$ $\sigma_{i j}^{2}(j=2, \ldots, M)$. Because we model $\sigma_{i j}^{2}$ separately for the log-t model, the log-t model is more capable of handling outliers than the log-normal model. Figure 3.5 shows the posterior distributions of $B_{i}$ by the log-normal and log-t model and both the models capture the true value. It is reasonable that the results by the log-t model have slightly larger variance since the log-t model is more flexible.


Figure 3.4: Simulation IV. Standardized residuals of the log-normal hierarchical model (row 1) and the logt model (row 2). The blue circles, yellow squares and black rhombuses represent the first three sources respectively. The instruments are plotted on the $x$-axes. The dashed horizontal lines denote the $[-2,2]$ intervals.


Figure 3.5: Simulation IX. Posterior distributions (gray histograms) of $\left\{B_{i}\right\}_{i=1}^{5}$ of the log-normal hierarchical model (upper panel) and the log-t model (lower panel).

### 3.3.2 Data analysis

In this section, we fit the log-normal hierarchical model to three data sets compiled by IACHEC ${ }^{26}$ researchers, with the aim of understanding calibration properties of various X-ray telescopes (instruments) such as Chandra, XMM-Newton, Suzaku, Swift, etc. See Marshall et al. ${ }^{32}$ for detailed descriptions of the data collection and preprocessing.

### 3.3.2.1 E0102 data

E0102 is the remnant of a supernova that exploded in a neighboring galaxy known as the Small Magellanic Cloud ${ }^{4}$ and is a calibration target for a variety of X-ray missions. We consider four photon sources associated with E0102. Each of the sources is a local peak or line that appears in the E0102 spectrum. (A spectrum can be thought of as a highresolution histogram of the energies of photons originating from E0102. We consider the photon counts in four bins of this histogram.) Two of the lines are associated with highly ionized Oxygen (Hydrogen Lyman- $\alpha$ like O VIII at $18.969 \AA$ and the resonance line of O VII from the He-like triplet at $21.805 \AA$ ) and the other two are associated with Neon (Hlike NeX at $12.135 \AA$ and He -like resonance line Ne IX at $13.447 \AA$ ). We consider replicate data obtained with 13 different detectors configurations respectively over 4 separate telescopes, Chandra (HETG and ACIS-S), XMM-Newton (RGS, EPIC-MOS, EPIC-pn),

Suzaku (XIS), and Swift (XRT). Details of how the spectra are preprocessed to obtain relevant line counts can be found in Plucinsky et al. ${ }^{38}$. Because the energies of the two O lines are similar, it is reasonable to assume that the associate effective areas are also similar, likewise for the Neon lines are their effective areas. Therefore, we consider two separate data sets, one with O VII and O VIII treated as its two sources, and the other with Ne IX and Ne X treated as its two sources. The measured fluxes (counts) have been normalized relative to those measured in one of the detectors (RGS1). This is an arbitrary choice: we do not expect that RGS1 represents the ground truth, see Plucinsky et al. ${ }^{38}$.

We apply the log-normal hierarchical model in Section 3.2.2 to the two data sets. The hyper-parameters are $d f_{g}=1.5, \beta_{g}=0.014^{2}$ for O VII, O VIII and $d f_{g}=1.5, \beta_{g}=$ $0.009^{2}$ for Ne IX, Ne X. These values are chosen based on empirical knowledge about the measurement uncertainties. We set each $b_{i}=0$, i.e., with an expectation that no adjustment is needed across detectors, with confidence $\tau_{i}$. We use two possible values $\tau_{i}=0.025$ and $\tau=0.05$ according to the empirical knowledge of astronomers to study the influence of the $\tau_{i}$ on the analysis.

Figure 3.6 shows the adjustments of the log-scale effective area for O (row 1) and Ne (row 2) in the E0102 data sets. We can find that the estimated values of the $B_{i}$ are not sensitive to the choices of the $\tau_{i}$ except for detector XRT-PC. We compute the estimated prior influence as defined in Section 3.2.3, i.e., $\widehat{W}_{i}=\frac{\tau_{i}^{-2}}{\tau_{i}^{-2}+\left|J_{i}\right| \hat{\sigma}_{i}^{-2}}$, for XRT-PC in the Ne data; the value is 0.91 when $\tau_{i}=0.025$ and 0.02 when $\tau_{i}=0.05$. When the prior variance of $B_{i}$ is too small ( $\tau_{i}=0.025$ ), the model treats the observations as being less accurate (by fitting a large $\sigma_{i}$ ) instead of adjusting the effective area of the corresponding instrument more (a larger deviation from $b_{i}$ ). Figure 3.6 suggests that the effective areas of MOS1, MOS2, XIS1, XIS2, XIS3 needs to be adjusted downward and those of pn, XRT-WT, XRT-PC needs to be adjusted upward.


Figure 3.6: Adjustments of the log-scale of detector effective area for O (row 1) and Ne (row 2) in E 0102 data set. The x-axis labels the detectors and the y-axis is $B_{i}$. The horizontal dashed lines represent zero, which is the baseline. The vertical bars denote $95 \%$ posterior interval for each $B_{i}$, whereas the dots denote the posterior means. The blue bars correspond to $\tau_{i}=0.025$ and the black bars correspond to $\tau_{i}=0.05$.

### 3.3.2.2 2XMM data

The 2XMM catalogue can be used to generate large, well-defined samples of various types of astrophysical objects, notably active galaxies (AGN), clusters of galaxies, interacting compact binaries, and active stellar coronae, using the power of X-ray selection ${ }^{59}$. The 2XMM data are from the XMM-Newton European Photon Imaging Cameras (EPIC). Briefly, there are three EPIC instruments: the EPIC-pn (pn) and the two EPICMOS detectors (MOS1 and MOS2). These detectors have separate X-ray focusing optics but are co-aligned so that the sources in our samples are observed simultaneously in the pn, MOS1, and MOS2 detectors.

The 2XMM data contains three data sets, corresponding to the hard ( $2.5-10.0 \mathrm{keV}$ ), medium ( $1.5-2.5 \mathrm{keV}$ ) and soft ( $0.5-1.5 \mathrm{keV}$ ) energy bands. The three detectors (pn, MOS1 and MOS2) are used to measure 41 sources in the hard band, 41 in the medium band, and 42 in the soft band. The sources are from the 2XMM EPIC Serendipitous Source Catalog ${ }^{58}$, selected to be sufficiently faint that pileup, which occurs when several photons hit the detector at the same time and causes extra uncertainty in observations, is not a problem. With sufficient exposure, on average 1,500 counts are collected from the faint sources in each band for each detector.

We fit the log-normal hierarchical model in Section 3.2.2 to the three data sets individually. We set $d f_{g}=1.5$ for all energy bands and set $\beta_{g}=0.116^{2}$ for hard band, $\beta_{g}=0.288^{2}$ for medium band, and $\beta_{g}=0.148^{2}$ for soft band. We again use $b_{i}=0$ and $\operatorname{try} \tau_{i}=0.025$ and $\tau_{i}=0.05$. Figure 3.7 shows the adjustments of the log-scale effective area for hard band (left), medium band (middle) and soft band (right) for 2XMM data, with both values of the $\tau_{i}$. The results confirm the astronomers' intuition that no adjustment of the effective areas of the different detectors are needed for 2XMM data, regardless of the choice of the $\tau_{i}$. We tabulate the proportion of prior information for each
detector-source pair in Section C.5.


Figure 3.7: Adjustments of the log-scale effective areas for hard band (left), medium band (middle) and soft band (right) of the 2XMM data set. The legend is the same as in Figure 3.6.

### 3.3.2.3 XCAL data

Another XMM data consists of bright active galactic nuclei from the XMM-Newton cross-calibration sample, denoted as the XCAL data set. The pileup is very important for XCAL data, so the image data are clipped to eliminate the regions affected by pileup and the estimated effective area is adjusted according to lookup tables (from other inflight data) that account for the unused regions. The region that is clipped out is determined using a standard XMM software task (called epatplot) and depends on the observed source intensity: unused regions are larger for brighter sources. This process is described in more detail in our companion paper ${ }^{32}$.

Like the 2XMM data, XCAL data are composed of three data sets: the hard, medium, and soft energy bands. For each energy band, three detectors, MOS1, MOS2 and pn, are used to measure 94 (hard band), 103 (medium band), and 108 (soft band) sources. The model fitting follows the same procedure as detailed in Section 3.3.2.2. We again use $b_{i}=0$ and try $\tau_{i}=0.025$ and $\tau_{i}=0.05$. For the prior on each $\sigma_{i}^{2}$, we set $d f_{g}=1.5$ for all three energy bands and $\beta_{g}=0.028^{2}$ for the hard band, $\beta_{g}=0.093^{2}$ for the medium band, and $\beta_{g}=0.026^{2}$ for the soft band.

Figure 3.8 demonstrates that adjustment of the effective areas is needed to make the measured fluxes consistent across different detectors. We take four sources from the medium band data and use black vertical bars to denote the $95 \%$ interval (mean $\pm 2$ given standard deviations) for the log-fluxes obtained with a standard astronomical method for each of the three detectors. The intervals match in some cases but are quite distinct in others. For each source, we also plot the $95 \%$ posterior intervals of the estimated log-fluxes after adjustment using the log-normal hierarchical model. The fitting results with different $\tau_{i}$ are consistent, regardless of the length of the posterior interval. This simple visualization gives us evidence that calibration of the effective areas is necessary to obtain consistent flux estimates.


Figure 3.8: Comparison of estimated $95 \%$ intervals for log-fluxes using standard astronomical method (left three bars) and those by fitting the log-normal hierarchical model (right two bars) for four representative sources from medium band measurements. The titles of each panel give the names of the sources.

Finally, we show how to adjust the effective areas of each instrument to obtain the results illustrated in the rightmost interval in each panel of Fig. 3.8. Figure 3.9 shows the necessary adjustment of the $B_{i}$ for hard band (left), medium band (middle) and soft band (right). For all these bands, we must adjust pn upward and MOS2 downward.


Figure 3.9: Adjustments of the log-scale effective areas for hard band (left), medium band (middle) and soft band (right) for XCAL data. The legend is the same as in Figure 3.6.

### 3.3.2.4 Model checking

In this section, we study how well the log-normal hierarchical model captures the observed variability in the data. We visualize the residuals of the fitted log-normal hierarchical model and deploy a posterior predictive check.

We propose using residual plots to visualize the goodness-of-fit. Specifically, Figure 3.10 plots the standardized residuals, as shown in (3.12), for data analyzed in Section 3.3.2.3 with $\tau_{i}=0.05$, with the left panel denoting the results from the log-normal hierarchical model and the right panel denoting the results from the log-t model. Nearly all of the standardized residuals fall in the interval $[-3,3]$ for the log-normal hierarchical model and $[-2,2]$ for the log-t model. The observations of 3 C 111 in all three energy bands are the only outliers (with large standardized residuals) in the log-normal hierarchical model, but not for the log-t model which down weights the outliers. The adjusted effective areas and the estimated fluxes are not too sensitive to whether or not we include the outliers in the analysis. Thus the log-normal hierarchical model is good enough for the data in Section 3.3.2.3.

We use a posterior predictive check ${ }^{33,13}$ to detect if there is any serious error with the log-normal hierarchical model. In a posterior predictive check, one chooses a test statistic and computes the corresponding posterior predictive p -value. The test statistic we choose


Figure 3.10: Standardized residuals of hard (row 1), medium (row 2) and soft (row 3) band data in Section 3.3.2.3 with $\tau_{i}=0.05$, the log-normal hierarchical model on the left panel and log-t model on the right panel. The blue circles, yellow squares and black rhombuses denote the instruments pn, MOS1 and MOS2 respectively. The dashed horizontal lines denote the $[-3,3]$ intervals and the horizontal dots denote $[-2,2]$ intervals.
is

$$
\left\{T_{i}=\bar{y}_{i .}-\bar{y}=\frac{\sum_{j=1}^{M} y_{i j}}{M}-\frac{\sum_{i=1}^{N} \sum_{j=1}^{M} y_{i j}}{N M}\right\}_{i=1}^{N}
$$

which reflects the relative magnitudes of the log scale effective areas. None of the posterior predictive p -values for any of our datasets is significant, i.e., we never fail the posterior predictive check. Therefore, regarding potential serious defects of our model, the results are encouraging so far because the tests do not show any serious discrepancy.

### 3.4 Discussions and conclusions

### 3.4.1 Discussion of frequentist method

In Section 3.2, we adopt a Bayesian perspective, which leads to the log-normal hierarchical model elaborated in Sections 3.2 and 3.3. Here we discuss the alternative frequentist method of tackling the calibration concordance problem.

### 3.4.1.1 MLEs and asymptotic properties

The regression model in (3.3) together with (3.4) yields a special case of a multivariate linear regression and can be fitted as such. Nonetheless, it is more straightforward and instructive to fit the model via maximum likelihood.

When the variances $\psi$ are known, the regression model we consider is in fact a Gaussian model. Thus, the variances of the MLEs can be obtained through inverting the Fisher information matrix. Theorem C. 2 in Section C.3.1 gives the MLEs of the $B_{i}$ and the $G_{j}$. Proposition C. 1 in Section C.3.1 gives the closed-form solution of the variance-covariance matrix for the MLEs of the $B_{i}$ and the $G_{j}$ when all the instruments measure all sources. Furthermore, the standardized residual sum of squares follow a chi-squared distribution, which enables easy testing of the goodness-of-fit; see Section C.3.2 for details.

When the variances $\psi$ are unknown, in principle, we can also obtain the (asymptotic) variance of the MLEs by calculating the observed/expected Fisher information. However, the number of unknown parameters $(2 N+M)$, grows infinitely as the number of observations $(N M+N)$ goes to infinity. Whether the classical MLE asymptotic theory can be easily adapted to this situation is a problem for future study.

These estimators are approximately valid even if the Gaussian assumptions made in (3.3) and for the $b_{i}$ are not valid. In this case, the variance of the estimator requires a more complicated sandwich formula, which involves both the Fisher information and the variance of the score function. Here we say approximately valid because the half-variance correction of Section 3.2 would still depend on the normal assumption. Consequently, when the variance is large, our bias correction may be off if the normal assumption is severely violated.

### 3.4.1.2 Comparison to Bayesian method

It is easy to check that when the variances $\psi$ are known, the MLEs of the $B_{i}$ and the $G_{j}$ corresponds to the MAP estimation defined in (3.8), which also have the intuitive interpretation as shrinkage estimators. When the variances are unknown, the likelihood function is unbounded on the boundary $\left(\sigma_{i}^{2}=0\right)$ and the maximization algorithm converges to the boundary of the parameter space. The conjugate priors for the variance parameters in the Bayesian model regularizes the likelihood and gives a proper posterior distribution. This is another reason why we adopt the Bayesian model when the variances are unknown.

### 3.4.2 Conclusions and future work

In this chapter, we propose a log-normal approach to tackle the calibration concordance problem which consists of measurements of intrinsic properties of multiple astronomical
objects with multiple instruments. This approach well represents the physical multiplicative model on the mean captured by the residuals on the log scale and is shown reasonably robust to misspecification of the physical model, which is typically the case in practice. In addition, we generalize the log-normal hierarchical model to a more flexible log-t model which is more robust to outliers, which are prevalent in astrophysical observations. We resolve the identifiability problem of the measurement model by incorporating the imprecise, empirical knowledge of scientists accordingly. Intuitively, the different pieces of information coming from experts' knowledge, as vague or as precise as it is, and the observations are combined using the shrinkage estimators. We adopt the Hamiltonian Monte Carlo algorithm to obtain the posterior distribution, which resides in a high-dimensional space with highly correlated parameters. We give detailed descriptions of the model fitting and illustrate our method via a variety of simulation studies and real data results.

The log-normal hierarchical model proposed in this chapter works well for real data and yields important astronomical findings - concrete guidance about systematic adjustments of the effective areas for each instrument are given thus concordance of an intrinsic property for each astronomical object across different instruments is achieved. Calibration scientists are thus able to make absolute measurements of properties of astronomical objects using different instruments. Furthermore, we detect the danger of wrongly fixing the observation noise, which scientists are tempted to do, through various simulation experiments that mimic possible realistic uncertainties.

There are several future works that can improve the current model. First, we assume that the effective areas are independent as a priori, which is not always true in practice. Sometimes the effective areas across different energy bands are correlated. We plan to take this correlation structure into account in future modeling. Second, the log-normal hierarchical model gives conservative results under realistic model misspecification according to our simulation studies. Theoretical properties of the log-normal approach un-
der model misspecification need to be further investigated. Third, the statistical properties of the log-t model need more study. Last, the asymptotic properties of the models proposed in this chapter are intriguing issues to be addressed, under the bigger umbrella of the asymptotic behaviors of models with both the number of parameters and the number of observations approaching infinity.

## A

## Supplementary materials for Chapter 1

## A. 1 Computation time

We study the computing time for different methods with sample sizes $n=50,100,225$ and 500. For each $n$ we simulate 1,000 observations and record the computing time for every method; the average time is shown in Fig A.1. The computing time for $G_{\mathrm{t}}^{2}$ is twice as much as the computing time for $G_{\mathrm{m}}^{2}$ due to the normalizing constant. This time can be further reduced by tabulating the normalizing constant for pairs of $\left(n, \lambda_{0}\right) . G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ are more time efficient compared with DCOR, DDP and $\mathrm{MIC}_{e}$.


Figure A.1: The left figure shows the average computing time of $G_{\mathrm{m}}^{2}$ (black solid), $G_{\mathrm{t}}^{2}$ (grey solid), COR (grey markers), DCOR (black dashes) and DDP (black dots) for 1,000 simulations with sample sizes $n=$ $50,100,225$ and 500; the right figure shows the average computing time of mutual information (black solid), $\mathrm{MIC}_{e}$ (grey solid), ACE (grey markers), characteristic function (black dashes), Genest's test (black dots) and Hoeffding's test (black markers). The x -axis is the logarithm of $n$ with base $e$ and the y -axis is the logarithm of the computing time in seconds with base 10 .

## A. 2 Segmented regression

The R-squared for segmented regression with predictor $X$ and response $Y$ is

$$
R^{2}=1-\frac{\sum_{h=1}^{K} n_{h} \widehat{\sigma}_{h}^{2}}{n \widehat{v}^{2}}
$$

where $\widehat{v}^{2}$ is the sample variance of $Y, n_{h}$ and $\widehat{\sigma}_{h}^{2}$ are sample size and residual variance of $Y$ after regressing on $X$ in segment $h(h=1, \ldots, K) . R^{2}$ can be viewed as an estimator of

$$
R_{Y \mid X}^{2}=1-\frac{E\{\operatorname{var}(Y \mid X)\}}{\operatorname{var}(Y)} ;
$$

it is zero if and only if $E(Y \mid X)$ is a constant. $G_{Y \mid X}^{2}$ is zero if and only if both $E(Y \mid X)$ and $\operatorname{var}(Y \mid X)$ are constant. $G_{Y \mid X}^{2}$ equals $R_{Y \mid X}^{2}$ when $\operatorname{var}(Y \mid X)$ is a constant, but $G_{Y \mid X}^{2}$ is more general than $R_{Y \mid X}^{2}$ since it can capture heteroscedastic effects.

Given a fixed number of segments $K$, computing $R_{Y \mid X}^{2}$ with the optimal segmentation is
more computationally intensive than computing $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$, especially when $K$ is large. When $K$ is unknown, we can apply the same dynamic programming algorithm for $G_{\mathrm{m}}^{2}$ or $G_{\mathrm{t}}^{2}$ and fit a penalized version of the segmented regression to avoid over-fitting. If we also require that the fitted curve be continuous, no exact numerical solution is available; we can potentially design a Markov chain Monte Carlo algorithm under a Bayesian framework.
A. 3 Proofs of consistency and relationship with R-squared

## A.3.1 Proof of Theorem 1.1-consistency

The following lemma is needed for the main theorem.

Lemma A.1. Suppose $X$ and Y are univariate continuous random variables with $|X|,|Y|<$ $B$ and $\operatorname{var}(Y)>b^{-2}$. Given $n$ observations $\left(x_{i}, y_{i}\right)(i=1, \ldots, n)$ and let $\hat{\sigma}^{2}$ be the residual variance after regressing $Y$ on $X$. Then,

$$
\operatorname{pr}\left[\left|\widehat{\sigma}^{2}-\left\{\operatorname{var}(Y)-\frac{\operatorname{cov}^{2}(X, Y)}{\operatorname{var}(X)}\right\}\right|>\varepsilon\right] \leq 10 e^{-C_{1}(B, b) n \varepsilon^{2}}
$$

with $C_{1}(B, b)=\left(288 b^{2} B^{4}\right)^{-1} \min \left\{1,\left(4 b^{2} B^{2}\right)^{-1}\right\}$ and $\varepsilon>0$ small enough.

Proof of Lemma A.1. Without loss of generality, we assume $E(X)=E(Y)=0, \operatorname{var}(X)=$ $\operatorname{var}(Y)=1$ and $E(X Y)=\rho$. By definition

$$
\widehat{\sigma}^{2}=\frac{1}{n} \sum_{i=1}^{n} y_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} y_{i}\right)^{2}-\frac{\left\{\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)\left(\frac{1}{n} \sum_{i=1}^{n} y_{i}\right)\right\}^{2}}{\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}} .
$$

Then $x_{i}^{2}, y_{i}^{2} \in\left[0, B^{2}\right], x_{i} y_{i} \in\left[-B^{2}, B^{2}\right]$. According to Hoeffding's inequality,

$$
\begin{aligned}
& \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}\right|>\varepsilon / 6\right), \quad \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}\right|>\varepsilon / 6\right), \quad \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-1\right|>\varepsilon / 6\right) \\
& \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}^{2}-1\right|>\varepsilon / 6\right), \quad \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\rho\right|>\varepsilon / 6\right) \leq 2 \exp \left\{-c(B) n \varepsilon^{2}\right\}
\end{aligned}
$$

with $c(B)=\left(72 B^{2}\right)^{-1} \min \left(1, B^{-2}\right)$. If $\varepsilon<1$ and

$$
\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}\right|, \quad\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}\right|, \quad\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-1\right|, \quad\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}^{2}-1\right|, \quad\left|\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\rho\right| \leq \varepsilon / 6,
$$

we have

$$
\begin{aligned}
\left|\widehat{\sigma}^{2}-1+\rho^{2}\right| \leq & \left|1-\frac{1}{n} \sum_{i=1}^{n} y_{i}^{2}\right|+\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}\right|^{2}+\frac{\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}-1\right| \rho^{2}}{\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}\right|} \\
& \frac{\left|\left\{\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)\left(\frac{1}{n} \sum_{i=1}^{n} y_{i}\right)\right\}^{2}-\rho^{2}\right|}{\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}\right|} \\
\leq & \frac{4\left(\varepsilon / 6+\varepsilon^{2} / 36\right)}{1-\varepsilon / 6-\varepsilon^{2} / 36}<\varepsilon .
\end{aligned}
$$

So pr $\left(\left|\widehat{\sigma}^{2}-1-\rho^{2}\right|>\varepsilon\right) \leq 10 \exp \left\{-c(B) n \varepsilon^{2}\right\}$. For general cases, define

$$
X^{\prime}=\frac{X-E(X)}{\operatorname{sd}(X)}, \quad Y^{\prime}=\frac{Y-E(Y)}{\operatorname{sd}(Y)}
$$

Then $E\left(X^{\prime}\right)=E\left(Y^{\prime}\right)=0, \operatorname{var}\left(X^{\prime}\right)=\operatorname{var}\left(Y^{\prime}\right)=1$ and $\left|X^{\prime}\right|,\left|Y^{\prime}\right|<2 b B$. Thus,

$$
\begin{aligned}
& \operatorname{pr}\left[\left|\widehat{\sigma}^{2}-\left\{\operatorname{var}(Y)-\frac{\operatorname{cov}^{2}(X, Y)}{\operatorname{var}(X)}\right\}\right|>\varepsilon\right] \\
= & \operatorname{pr}\left[\left|\widehat{\sigma}^{\prime 2}-\left\{1-\operatorname{cov}^{2}\left(X^{\prime}, Y^{\prime}\right)\right\}\right|>\frac{\varepsilon}{\operatorname{var}(Y)}\right] \\
\leq & 10 \exp \left\{-\frac{c(2 b B)}{\operatorname{var}(Y)^{2}} n \varepsilon^{2}\right\}=10 \exp \left\{-C_{1}(B, b) n \varepsilon^{2}\right\}
\end{aligned}
$$

with $C_{1}(B, b)=\left(288 b^{2} B^{4}\right)^{-1} \min \left\{1,\left(4 b^{2} B^{2}\right)^{-1}\right\}$.

Proof of Theorem 1.1. We only need to prove that $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)$ are consistent estimators of $G_{Y \mid X}^{2}$. If so, by switching $X$ and $Y$, we must have that $G_{\mathrm{m}}^{2}(X \mid$ $\left.Y, \lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(X \mid Y, \lambda_{0}\right)$ are consistent estimators of $G_{X \mid Y}^{2}$ which guarantees the consistency of $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(\lambda_{0}\right)$.

We first introduce some notations that will appear later. Suppose $|X|,|Y|<B$. Condition 1 shows that $v_{X}(y)>b^{-2}$ almost surely. Let $m=\left\lceil n^{1 / 2}\right\rceil$ be the minimum size of slices, and let $s \in S$ denote a slice and $p_{s}$ be the probability that an observation falls in $s$. Let $E_{s}$, $\operatorname{var}_{s}$, and $\operatorname{cov}_{s}$ denote the mean, variance and covariance conditional on slice $s$. Finally, define

$$
\sigma_{s}^{2}=\operatorname{var}_{s}(Y)-\frac{\operatorname{cov}_{s}^{2}(X, Y)}{\operatorname{var}_{s}(X)}
$$

Then by definition

$$
\sigma_{s}^{2} \geq \operatorname{var}_{s}(Y)-\operatorname{var}_{s}\{E(Y \mid X)\}=E_{s}\{\operatorname{var}(Y \mid X)\} \geq \exp \left[E_{s}\{\log \operatorname{var}(Y \mid X)\}\right] \geq b^{-2}
$$

For observations $\left(x_{i}, y_{i}\right)(i=1, \ldots, n)$, let $\hat{v}^{2}$ be the estimated variance of $Y$ and $\widehat{\sigma}_{s}^{2}$ be the residual variance after regressing $Y$ on $X$ in slice s. Besides, we use the following inequality

$$
1-x^{-1}<\log x<x-1, \quad x>0
$$

throughout the proof.
Now we prove that $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ is a consistent estimator for $G_{Y \mid X}^{2}$. Define

$$
d_{Y \mid X}=\log \operatorname{var}(Y)-E\{\log \operatorname{var}(Y \mid X)\},
$$

so $G_{Y \mid X}^{2}=1-\exp \left(-d_{Y \mid X}\right)$. Because

$$
G_{\mathrm{m}}^{2}(Y \mid X)=1-\exp \left\{-\max _{S: m_{S} \geq m} D\left(Y \mid S, \lambda_{0}\right)\right\}
$$

we only need to show the consistency of $\max _{S: ~}^{m_{S} \geq m} 10\left(Y \mid S, \lambda_{0}\right)$, denoted as $D\left(Y \mid X, \lambda_{0}\right)$. We prove this in two steps:

Step 1: We show that there exists $\eta_{1}(n)>0$ and $\eta_{1}(n) \rightarrow 0$ as $n \rightarrow \infty$, such that

$$
\operatorname{pr}\left\{\limsup _{n \rightarrow \infty} D\left(Y \mid X, \lambda_{0}\right)<d_{Y \mid X}+\eta_{1}(n)\right\}=1
$$

which means that $D\left(Y \mid X, \lambda_{0}\right)$ is almost surely smaller than $d_{Y \mid X}$. Because for any slicing scheme $S, \log \operatorname{var}(Y)-\sum_{s \in S} p_{s} \log \sigma_{s}^{2} \leq d_{Y \mid X}$, it is enough to show that there is $\eta_{1}(n)$ such that

$$
\operatorname{pr}\left\{\limsup _{n \rightarrow \infty} D\left(Y \mid S, \lambda_{0}\right)-\log \operatorname{var}(Y)+\sum_{s \in S} p_{s} \log \left(\sigma_{s}^{2}\right)<\eta_{1}(n)\right\}=1 \text {. }
$$

Let $\delta(n)=\log (n) n^{-1 / 4}$. By definition of $D\left(Y \mid S, \lambda_{0}\right)$, we have

$$
\begin{aligned}
& D\left(Y \mid S, \lambda_{0}\right)-\log \operatorname{var}(Y)+\sum_{s \in S} p_{s} \log \left(\sigma_{s}^{2}\right) \\
\leq & \left\{\log \hat{v}^{2}-\log \operatorname{var}(Y)\right\}+\sum_{s \in S}\left(p_{s}-\frac{n_{s}}{n}\right) \log \sigma_{s}^{2}+\sum_{s \in S} \frac{n_{s}}{n}\left(\log \sigma_{s}^{2}-\log \widehat{\sigma}_{s}^{2}\right) .
\end{aligned}
$$

First, we consider $\log \hat{v}^{2}-\log \operatorname{var}(Y)$. By Hoeffding's inequality, for $0<\varepsilon<2$,

$$
\begin{aligned}
& \operatorname{pr}\left\{\left|\hat{v}^{2}-\operatorname{var}(Y)\right|>\varepsilon\right\} \\
\leq & \operatorname{pr}\left[\left|\frac{1}{n} \sum_{i=1}^{n}\left\{y_{i}-E(Y)\right\}^{2}-\operatorname{var}(Y)\right|>\varepsilon / 2\right]+\operatorname{pr}\left\{\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}-E(Y)\right|>\varepsilon / 2\right\} \\
\leq & 4 \exp \left[-n \varepsilon^{2} \min \left\{1,\left(4 B^{2}\right)^{-1}\right\}\left(8 B^{2}\right)^{-1}\right]
\end{aligned}
$$

we have

$$
\begin{align*}
& \operatorname{pr}\left\{\log \hat{v}^{2}-\log \operatorname{var}(Y)>\delta(n)\right\} \\
\leq & \operatorname{pr}\left\{\hat{v}^{2}-\operatorname{var}(Y)>\operatorname{var}(Y) \delta(n)\right\} \leq 4 n^{-c_{1} n^{1 / 2} \log n} \tag{A.1}
\end{align*}
$$

with $c_{1}=\min \left\{1,\left(4 B^{2}\right)^{-1}\right\}\left(8 b^{4} B^{2}\right)^{-1}$.
Second, we consider $\sum_{s \in S}\left(p_{s}-n_{s} / n\right) \log \sigma_{s}^{2}$. Let us define a new random variable $Z$ and $Z=\log \sigma_{s}^{2}$ if $X$ is in slice $s$. Let $z_{i}(i=1, \ldots n)$ be $n$ independent observations of $Z$, then,

$$
E(Z)=\sum_{s \in S} p_{s} \log \sigma_{s}^{2}, \quad \frac{1}{n} \sum_{i=1}^{n} z_{i}=\sum_{s \in S} \frac{n_{s}}{n} \log \sigma_{s}^{2} .
$$

By Hoeffding's inequality and the fact that $\sigma_{s}^{2} \in\left[b^{-2}, B^{2}\right]$,

$$
\begin{equation*}
\operatorname{pr}\left\{\left|\sum_{s \in S}\left(p_{s}-\frac{n_{s}}{n}\right) \log \sigma_{s}^{2}\right|>\delta(n)\right\} \leq 2 n^{-c_{2} n^{1 / 2} \log n} \tag{A.2}
\end{equation*}
$$

with $c_{2}=\min \left(1 /|\log B|^{2}, 1 /|\log b|^{2}\right) / 2$.
Third, we focus on the difference between $\log \widehat{\sigma}_{s}^{2}$ and $\log \sigma_{s}^{2}$. Consider a slicing scheme $Q_{n}$ of $n^{4}$ slices such that an observation falls in each slice equally. Given $n$ observations, the probability for any of the $n^{4}$ slices containing more than one observations is smaller than

$$
n^{4}\left\{1-\left(1+n^{-3}\right)\left(1-n^{-4}\right)^{n}\right\} \leq n^{-2}
$$

Then event

$$
E_{1, n}=\left\{\text { each slice of } Q_{n} \text { has at most one observation }\right\}
$$

satisfies $\operatorname{pr}\left(\liminf _{n \rightarrow \infty} E_{1, n}\right)=1$. Thus, we only need to consider slicing schemes that are
more refined than $Q_{n}$, denoted as $S \preceq Q_{n}$. Define the set of slices as

$$
\Xi=\left\{s \mid \text { there exists } S \preceq Q_{n} \text { such that } s \in S\right\} .
$$

The set $\Xi$ contains at most $n^{4}\left(n^{4}+1\right) / 2=O\left(n^{8}\right)$ slices. Each slice $s \in \Xi$ contains at least $m$ observations. By Lemma A.1, if $\delta(n)<0.5 b^{-2}$,

$$
\begin{aligned}
& \operatorname{pr}\left\{\log \sigma_{s}^{2}-\log \widehat{\sigma}_{s}^{2}>\delta(n)\right\} \\
\leq & P\left\{\sigma_{s}^{2} / \widehat{\sigma}_{s}^{2}-1>\delta(n)\right\} \\
\leq & \operatorname{pr}\left\{\left|\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}\right|>\delta(n)\right\}+P\left\{\left|\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}\right|>\delta(n) \widehat{\sigma}_{s}^{2},\left|\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}\right| \leq \delta(n)\right\} \\
\leq & 20 n^{-c_{3} \log (n)}
\end{aligned}
$$

with $c_{3}=C_{1}(B, b) \min \left\{1,\left(4 b^{4}\right)^{-1}\right\}$. Let $\eta_{1}(n)=3 \delta(n)$ and event

$$
E_{2, n}=\left\{\max _{S \preceq Q_{n}} D\left(Y \mid S, \lambda_{0}\right)<d_{Y \mid X}+\eta_{1}(n)\right\} .
$$

Combine the results of (A.1)-(A.3), we have pr $\left(\liminf _{n \rightarrow \infty} E_{1, n} \cap E_{2, n}\right)=1$, which means that $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ is almost surely smaller than $G_{Y \mid X}^{2}$.

Step 2: Next, we show that there exists $\eta_{2}(n)>0$ and $\eta_{2}(n) \rightarrow 0$ as $n \rightarrow \infty$, such that

$$
\operatorname{pr}\left\{\liminf _{n \rightarrow \infty} D\left(Y \mid X, \lambda_{0}\right)>d_{Y \mid X}-\eta_{2}(n)\right\}=1
$$

which means that $D\left(Y \mid X, \lambda_{0}\right)$ is almost surely larger than $d_{Y \mid X}$. We just need to prove that for any sample size $n$, there exists a slicing scheme $T_{n}$ such that

$$
\operatorname{pr}\left(\liminf _{n \rightarrow \infty} E_{3, n} \cap E_{4, n}\right)=1,
$$

where

$$
E_{3, n}=\left\{\text { each slice of } T_{n} \text { contains at least } m \text { samples }\right\}
$$

and

$$
E_{4, n}=\left\{D\left(Y \mid T_{n}, \lambda_{0}\right)>d_{Y \mid X}-\eta_{2}(n)\right\} .
$$

Consider a slicing scheme $T_{n}$ of $\left\lfloor n^{1 / 4}\right\rfloor$ slices such that an observation falls in one slice equally. Then, we further divide each slice into $\left\lfloor n^{1 / 2}\right\rfloor$ bins such that an observation falls in each bin equally. Given $n$ observations, the probability that each bin contains at least one observation is greater than

$$
1-\left\lfloor n^{1 / 4}\right\rfloor\left\lfloor n^{1 / 2}\right\rfloor\left(1-n^{-3 / 4}\right)^{n}>1-\left\lfloor n^{1 / 4}\right\rfloor\left\lfloor n^{1 / 2}\right\rfloor e^{-n^{1 / 4}}
$$

so each slice of $T_{n}$ contains at least $m$ observations. Then, $\operatorname{pr}\left(\liminf _{n \rightarrow \infty} E_{3, n}\right)=1$. Define

$$
\Delta_{n}\left(T_{n}\right)=\log \operatorname{var}(Y)-\sum_{s \in T_{n}} p_{s} \log \operatorname{var}_{s}(Y)
$$

We first consider the difference between $D\left(Y \mid T_{n}, \lambda_{0}\right)-\Delta_{n}\left(T_{n}\right)$ :

$$
\begin{aligned}
& D\left(Y \mid T_{n}, \lambda_{0}\right)-\Delta_{n}\left(T_{n}\right) \\
\geq & \left\{\log \hat{v}^{2}-\log \operatorname{var}(Y)\right\}+\sum_{s \in T_{n}}\left(p_{s}-\frac{n_{s}}{n}\right) \log \operatorname{var}_{s}(Y)+\sum_{s \in T_{n}} \frac{n_{s}}{n}\left\{\log \operatorname{var}_{s}(Y)-\log \widehat{\sigma}_{s}^{2}\right\} \\
& -\lambda_{0} n^{-3 / 4} \log n .
\end{aligned}
$$

Similar as (A.1), if $\delta(n)<0.5 b^{-2}$,

$$
\begin{align*}
& \operatorname{pr}\left\{\log \hat{v}^{2}-\log \operatorname{var}(Y)<-\delta(n)\right\}  \tag{A.4}\\
\leq & \operatorname{pr}\left\{1-\operatorname{var}(Y) / \hat{v}^{2}<-\delta(n)\right\} \\
\leq & \operatorname{pr}\left\{\left|\hat{v}^{2}-\operatorname{var}(Y)\right|>\delta(n)\right\}+P\left\{\left|\hat{v}^{2}-\operatorname{var}(Y)\right|>\delta(n) \hat{v}^{2},\left|\hat{v}^{2}-\operatorname{var}(Y)\right| \leq \delta(n)\right\} \\
\leq & 4 n^{-c_{4} n^{1 / 2} \log n}
\end{align*}
$$

with $c_{4}=\left(8 B^{2}\right)^{-1} \min \left\{1,\left(4 B^{2}\right)^{-1}\right\} \min \left\{1,\left(4 b^{4}\right)^{-1}\right\}$. Similar as (A.2), we have

$$
\begin{equation*}
\operatorname{pr}\left\{\left|\sum_{s \in S}\left(p_{s}-\frac{n_{s}}{n}\right) \log \operatorname{var}_{s}(Y)\right|>\delta(n)\right\} \leq 2 n^{-c_{2} n^{1 / 2} \log n} \tag{A.5}
\end{equation*}
$$

Besides, $\operatorname{var}_{s}(Y) \geq \sigma_{s}^{2}$ and

$$
\begin{align*}
& \operatorname{pr}\left\{\log \operatorname{var}_{s}(Y)-\log \widehat{\sigma}_{s}^{2}<-\delta(n)\right\}  \tag{A.6}\\
\leq & \operatorname{pr}\left\{\log \sigma_{s}^{2}-\log \widehat{\sigma}_{s}^{2}<-\delta(n)\right\} \\
\leq & \operatorname{pr}\left\{1-\widehat{\sigma}_{s}^{2} / \sigma_{s}^{2}<-\delta(n)\right\} \\
\leq & \operatorname{pr}\left\{\left|\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}\right| \geq b^{-2} \delta(n)\right\} \leq 10 n^{-C(B, b) b^{-4} \log (n)} .
\end{align*}
$$

Now, define $\delta_{1}(n)=3 \delta(n)+\lambda_{0} \log (n) n^{-3 / 4}$ and event

$$
E_{5, n}=\left\{D\left(Y \mid T_{n}, \lambda_{0}\right)>\Delta_{n}\left(T_{n}\right)-\delta_{1}(n)\right\}
$$

By (A.4)-(A.6), pr $\left(\liminf _{n \rightarrow \infty} E_{3, n} \cap E_{5, n}\right)=1$.
The only problem left is how to control the difference between $\Delta_{n}\left(T_{n}\right)$ and $d_{Y \mid X}$, which
is

$$
\Delta_{n}\left(T_{n}\right)-d_{Y \mid X}=\sum_{s \in T_{n}} p_{s}\left\{\frac{1}{p_{s}} \int_{s} \log v_{Y}^{2}(x) f_{X}(x) d x-\log \operatorname{var}_{s}(Y)\right\}
$$

Denote the probability density function of $X$ as $f_{X}(x)$. For one slice $s$, because $X$ is a continuous random variable, set

$$
\frac{1}{p_{s}} \int_{s} \mu_{Y}(x) f_{X}(x) d x=\mu_{Y}\left(x_{s}^{\prime}\right), \quad \frac{1}{p_{s}} \int_{s} \log v_{Y}^{2}(x) f_{X}(x) d x=\log v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)
$$

where $x_{s}^{\prime}$ and $x_{s}^{\prime \prime}$ lie in the slice almost surely. Then

$$
\begin{aligned}
& \log v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)-\log \operatorname{var}_{s}(Y) \\
= & \log v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)-\log \left[\frac{1}{p_{s}} \int_{s} v_{Y}^{2}(x) f_{X}(x) d x+\frac{1}{p_{s}} \int_{s}\left\{\mu_{Y}(x)-\mu_{Y}\left(x_{s}^{\prime}\right)\right\}^{2} f_{X}(x) d x\right] \\
= & \log v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)-\log \left[v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)+\frac{1}{p_{s}} \int_{s} \int_{x_{s}^{\prime \prime}}^{x} 2 v_{Y}(z) v_{Y}^{\prime}(z) d z f_{X}(x) d x\right. \\
& \left.\quad+\frac{1}{p_{s}} \int_{s}\left\{\int_{x_{s}^{\prime}}^{x} \mu_{Y}^{\prime}(z) d z\right\}^{2} f_{X}(x) d x\right] \\
\geq & \log v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)-\log \left[v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)+\int_{s} 2 v_{Y}(x)\left|v_{Y}^{\prime}(x)\right| d x+\left\{\iint_{s}\left|\mu_{Y}^{\prime}(x)\right| d x\right\}^{2}\right] .
\end{aligned}
$$

According to Condition 3, we have

$$
\begin{aligned}
& \log v_{Y}^{2}\left(x_{s}^{\prime \prime}\right)-\log \operatorname{var}_{s}(Y) \\
\geq & \log v_{Y}^{2}\left(x^{\prime \prime}\right)-\log \left\{v_{Y}^{2}\left(x^{\prime \prime}\right)+2 C \int_{s} v_{Y}^{2}(x) d x+C^{2} \int_{s} 1 d x \int_{s} v_{Y}^{2}(x) d x\right\} \\
\geq & -\frac{\int_{s} v_{Y}^{2}(x) d x\left(2 C+C^{2} \int_{s} 1 d x\right)}{v_{Y}^{2}\left(x^{\prime \prime}\right)} \\
\geq & -2 b^{2} B^{2} C(1+B C) \int_{s} 1 d x .
\end{aligned}
$$

Then, we can conclude

$$
\begin{aligned}
\Delta_{n}\left(T_{n}\right)-d_{Y \mid X} & \geq-2 p_{s} b^{2} B^{2} C(1+B C) \sum_{s \in T_{n}} \int_{s} 1 d x \\
& \geq-4\left\lfloor n^{1 / 4}\right\rfloor^{-1}(1+B C) C b^{2} B^{3}=-\delta_{2}(n)
\end{aligned}
$$

Therefore, let $\eta_{2}(n)=\delta_{1}(n)+\delta_{2}(n)$, we have $\operatorname{pr}\left(\liminf _{n \rightarrow \infty} E_{3, n} \cap E_{4, n}\right)=1$, which means $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ is almost surely larger than $G_{Y \mid X}^{2}$. By Steps 1 and 2, we can conclude that $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ is a consistent estimator of $G_{Y \mid X}^{2}$.

To prove the consistency of $G_{\mathrm{t}}^{2}(Y \mid X, \lambda)$, we introduce a new quantity

$$
Z\left(\lambda_{0}\right)=\sum_{m_{s} \geq m} n^{-\lambda_{0}(|S|-1) / 2} ;
$$

$Z\left(\lambda_{0}\right)$ is bounded by 1 and $\left(1+n^{-\lambda_{0} / 2}\right)^{n}$. By definition of $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}\right)$ and $G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)$, we have

$$
\begin{aligned}
\left\{1-G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)\right\}^{-n / 2} & =Z\left(\lambda_{0}\right)^{-1} \sum_{S: m_{S} \geq m} \exp \left\{\frac{n}{2} D\left(Y \mid S, \lambda_{0}\right)\right\} \\
& \geq Z\left(\lambda_{0}\right)^{-1} \exp \left\{\frac{n}{2} D\left(Y \mid X, \lambda_{0}\right)\right\}, \\
\left\{1-G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)\right\}^{-n / 2} & \leq Z\left(\lambda_{0}\right)^{-1} \sum_{S: m_{S} \geq m} \exp \left\{\frac{n}{2} D\left(Y \mid S, \frac{\lambda_{0}}{2}\right)-\frac{\lambda_{0}}{4}(|S|-1) \log (n)\right\} \\
& \leq Z\left(\lambda_{0}\right)^{-1} Z\left(\frac{\lambda_{0}}{2}\right) \exp \left\{\frac{n}{2} D\left(Y \mid X, \frac{\lambda_{0}}{2}\right)\right\} .
\end{aligned}
$$

By the consistency of $D\left(Y \mid X, \lambda_{0}\right)$ and $D\left(Y \mid X, \lambda_{0} / 2\right)$, we prove that $G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}\right)$ is an consistent estimator of $G_{Y \mid X}^{2}$.

## A.3.2 Consistency of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ with empirical Bayes selection of $\lambda_{0}$

Suppose $\lambda_{0}^{*}$ is the optimal $\lambda_{0}$ that maximizes $\operatorname{bf}\left(\lambda_{0}\right)$ from a range $\left[\lambda_{1}, \lambda_{2}\right]$ with $\lambda_{1}>0$. Then $Z\left(\lambda_{2}\right) \leq Z\left(\lambda_{0}^{*}\right) \leq Z\left(\lambda_{1}\right)$ and

$$
\begin{aligned}
G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}^{*}\right) & \leq G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{1}\right) \\
\left\{1-G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}^{*}\right)\right\}^{-n / 2} & =\exp \left\{\frac{n}{2} D\left(Y \mid X, \lambda_{0}^{*}\right)\right\} \\
& \geq Z\left(\lambda_{2}\right)^{-1} \sum_{S: m_{S} \geq m} \exp \left\{\frac{n}{2} D\left(Y \mid S, \lambda_{0}^{*}+\lambda_{2}\right)\right\} \\
& \geq Z\left(\lambda_{2}\right)^{-1}\left\{1-G_{\mathrm{m}}^{2}\left(Y \mid X, 2 \lambda_{2}\right)\right\}^{-n / 2}, \\
\left\{1-G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}^{*}\right)\right\}^{-n / 2} & =Z\left(\lambda_{0}^{*}\right)^{-1} \sum_{S: m_{S} \geq m} \exp \left\{\frac{n}{2} D\left(Y \mid S, \lambda_{0}^{*}\right)\right\} \\
& \geq Z\left(\lambda_{1}\right)^{-1}\left\{1-G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{2}\right)\right\}^{-n / 2}, \\
\left\{1-G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}^{*}\right)\right\}^{-n / 2} & \leq Z\left(\lambda_{0}^{*}\right)^{-1} \sum_{S: m_{S} \geq m} \exp \left\{\frac{n}{2} D\left(Y \mid S, \lambda_{1}\right)\right\} \\
& \leq Z\left(\lambda_{2}\right)^{-1} Z\left(\lambda_{1}\right)\left\{1-G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{1}\right)\right\}^{-n / 2} .
\end{aligned}
$$

By the consistency of $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{1}\right), G_{\mathrm{m}}^{2}\left(Y \mid X, 2 \lambda_{2}\right), G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{2}\right)$ and $G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{1}\right)$, we conclude that $G_{\mathrm{m}}^{2}\left(Y \mid X, \lambda_{0}^{*}\right)$ and $G_{\mathrm{t}}^{2}\left(Y \mid X, \lambda_{0}^{*}\right)$ are consistent estimators. Then the estimators with data-driven $\lambda_{0}$ are consistent.
A.3.3 Proof of Theorem 1.2 - Equivalence between $G_{\mathrm{m}}^{2}$ and $R^{2}$

The following lemma is needed for the main theorem.

Lemma A.2. Let $\left(p_{1}, p_{2}, p_{3}\right) \sim \operatorname{Dir}\left(k_{1}, k_{2}, 2\right)$ and

$$
\Lambda(q, p)=\left(k_{1}-1\right) \log \frac{q_{1}}{p_{1}}+\left(k_{2}-1\right) \log \frac{q_{2}}{p_{2}} .
$$

Then for any $k_{1}, k_{2} \geq 3, q_{1}, q_{2}>0, q_{1}+q_{2}=1$ and function $\delta(p)>0$,

$$
\operatorname{pr}\{\Lambda(q, p) \geq \delta(p)\} \leq\left(k_{1}+k_{2}\right)^{3} \int_{0}^{1} e^{-\delta(p)} d p
$$

Proof of Lemma A.2. By definition, we have

$$
p_{1}^{k_{1}-1} p_{2}^{k_{2}-1}\left(1-p_{1}-p_{2}\right) \leq q_{1}^{k_{1}-1} q_{2}^{k_{2}-1} e^{-\Lambda(q, p)}
$$

so that

$$
\begin{aligned}
& \operatorname{pr}\{\Lambda(q, p) \geq \delta(p)\} \\
= & \frac{\left(k_{1}+k_{2}+1\right)!}{\left(k_{1}-1\right)!\left(k_{2}-1\right)!} \int_{\Lambda(q, p) \geq \delta(p)} p_{1}^{k_{1}-1} p_{2}^{k_{2}-1}\left(1-p_{1}-p_{2}\right) d p_{1} d p_{2} \\
\leq & \frac{\left(k_{1}+k_{2}+1\right)!}{\left(k_{1}-1\right)!\left(k_{2}-1\right)!} q_{1}^{k_{1}-1} q_{2}^{k_{2}-1} \int_{\Lambda(q, p) \geq \delta(p)} e^{-\Lambda(q, p)} d p_{1} d p_{2} \\
\leq & \left(k_{1}+k_{2}\right)^{3} \frac{\left(k_{1}+k_{2}-2\right)!}{\left(k_{1}-1\right)!\left(k_{2}-1\right)!} q_{1}^{k_{1}-1} q_{2}^{k_{2}-1} \int_{\Lambda(q, p) \geq \delta(p)} e^{-\Lambda(q, p)} d p_{1} d p_{2} \\
\leq & \left(k_{1}+k_{2}\right)^{3} \int_{0}^{1} e^{-\delta(p)} d p .
\end{aligned}
$$

Proof of Theorem 1.2. If the slice scheme on $X$ has only one slice, we have

$$
D\left(Y \mid S, \lambda_{0}\right)=\log \hat{v}^{2}-\log \widehat{\sigma}^{2}=-\log \left(1-R^{2}\right)
$$

where $\widehat{\sigma}^{2}$ is the residual variance after regressing $Y$ on $X$. Intuitively, if $Y$ and $X$ follow a bivariate normal, the optimal slice scheme is only one slice in each direction. Now, we show that

$$
\operatorname{pr}\left\{D\left(Y \mid X, \lambda_{0}\right)+\log \left(1-R^{2}\right)>0\right\}<1.5 n^{-\lambda_{0} / 3+5}
$$

For any slice scheme $S$,

$$
D\left(Y \mid S, \lambda_{0}\right)+\log \left(1-R^{2}\right)=\log \widehat{\sigma}^{2}-\sum_{s \in S} \frac{n_{s}}{n} \log \left(\widehat{\sigma}_{s}^{2}\right)-\frac{\lambda_{0}}{n}(|S|-1) \log n
$$

Without loss of generality, we assume that $\operatorname{var}(Y)=1$ and $x_{1}<\ldots<x_{n}$. Suppose the connected slices each has $n_{i}(i=1, \ldots|S|)$ observations. For $1 \leq j<k \leq n$, define

$$
\Delta\left(j, k, \lambda_{0}\right)=\frac{k}{n} \log \left\{\widehat{\sigma}^{(k)}\right\}^{2}-\frac{j}{n} \log \left\{\widehat{\sigma}^{(j)}\right\}^{2}-\frac{k-j}{n} \log \left\{\widehat{\sigma}^{(k, j)}\right\}^{2}-\frac{\lambda_{0}}{n} \log n .
$$

Here, $\left\{\widehat{\sigma}^{(j)}\right\}^{2}$ is the residual variance of regressing $y_{i}$ on $x_{i}(i=1, \ldots, j),\left\{\widehat{\sigma}^{(k)}\right\}^{2}$ is the residual variance of regressing $y_{i}$ on $x_{i}(i=1, \ldots, k)$ and $\left\{\widehat{\sigma}^{(k, j)}\right\}^{2}$ is the residual variance of regressing $y_{i}$ on $x_{i}(i=j+1, \ldots, k)$. For given $j, k$, let

$$
p_{1}=\frac{j\left\{\hat{\sigma}^{(j)}\right\}^{2}}{k\left\{\hat{\sigma}^{(k)}\right\}^{2}}, \quad p_{2}=\frac{(k-j)\left\{\hat{\sigma}^{(k, j)}\right\}^{2}}{k\left\{\hat{\sigma}^{(k)}\right\}^{2}}, \quad q_{1}=\frac{j}{k}, \quad q_{2}=1-q_{1} .
$$

Then according to Cochran's theorem, we have

$$
\begin{aligned}
& \left(p_{1}, p_{2}, 1-p_{1}-p_{2}\right) \sim \operatorname{Dir}(j-2, k-j-2,2) \\
& n \Delta\left(j, k, \lambda_{0}\right)=\Lambda(q, p)-\lambda_{0} \log (n)+3 \log \left(q_{1} / p_{1}\right)+3 \log \left(q_{2} / p_{2}\right)
\end{aligned}
$$

By Lemma A. 2 we have

$$
\operatorname{pr}\left\{\Lambda(q, p)>\lambda_{0} \log (n) / 3\right\} \leq k^{3} n^{-\lambda_{0} / 3} \leq n^{-\lambda_{0} / 3+3} .
$$

At the same time,

$$
\begin{aligned}
& \operatorname{pr}\left\{3 \log \left(q_{1} / p_{1}\right)>\lambda_{0} \log (n) / 3\right\} \\
= & \frac{(k-3)!}{(j-3)!(k-j-1)!} \int_{0}^{q_{1} n^{-0_{0} / 9}} p^{j-3}(1-p)^{k-j-1} d p \\
\leq & \frac{(k-3)!}{(j-3)!(k-j-1)!j-2}\left(q_{1} n^{-\lambda_{0} / 9}\right)^{j-2} \\
= & (j / k)^{j-2} \frac{1}{(j-2)!(k-j-1)!} \frac{1}{n^{\lambda_{0}(j-2) / 9}} \leq \frac{1}{n^{(j-2)\left(\lambda_{0} / 9-1\right)}}
\end{aligned}
$$

If $n \geq 25$, we have $\operatorname{pr}\left\{\Delta\left(j, k, \lambda_{0}\right)>0\right\} \leq 3 n^{-\lambda_{0} / 3+3}$. On the other hand, for any slicing scheme with $|S| \geq 2, D\left(Y \mid S, \lambda_{0}\right)+\log \left(1-R^{2}\right)$ equals

$$
\sum_{h=1}^{|S|-1} \Delta\left(\sum_{l=1}^{h} n_{l}, \sum_{l=1}^{h+1} n_{l}, \lambda_{0}\right)
$$

So

$$
\begin{aligned}
& \operatorname{pr}\left\{D\left(Y \mid X, \lambda_{0}\right)+\log \left(1-R^{2}\right)>0\right\} \\
\leq & \operatorname{pr}\left\{\max _{m \leq j<k \leq n-m} \Delta\left(j, k, \lambda_{0}\right)>0\right\} \\
\leq & \sum_{m \leq j<k \leq n-m} \operatorname{pr}\left\{\Delta\left(j, k, \lambda_{0}\right)>0\right\}<1.5 n^{-\lambda_{0} / 3+5} .
\end{aligned}
$$

Since $X$ and $Y$ are symmetric, the result tells us that $P\left\{G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)=R^{2}\right\}>1-3 n^{-\lambda_{0} / 3+5}$. When $\lambda_{0}>18$, we have $G_{\mathrm{m}}^{2}\left(\lambda_{0}\right)=R^{2}$ almost surely.

## A. 4 More simulations

## A.4.1 Power analysis

Table A. 1 lists twenty relationships for power analysis. For all relationships, we normalize them so that $\operatorname{var}\{f(X)\}=1$ with $X \sim U(0,1)$. As an intuitive presentation, Figure A. 2
shows the twenty simulated relationships with $G_{Y \mid X}^{2}=0.8$. The power analysis results with six methods for the first eight relationships are in Chapter 1. Figure A. 3 presents the power for the eight relationships with the remaining six methods. The power analysis of the remaining twelve relationships with the entire twelve methods are in Fig.s A.4-A.6.

Figures A. 5 and A. 6 have the same legend as Fig. A.4. We find $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ are among the most powerful test statistics and $G_{\mathrm{t}}^{2}$ shows a higher power than $G_{\mathrm{m}}^{2}$ in most examples.

Table A.1: Relationships for power analysis.

| relationship name | function |
| :--- | :--- |
| linear | $x$ |
| quadratic | $(x-1 / 2)^{2}$ |
| cubic | $32(x-1 / 3)^{3}-12(x-1 / 3)^{2}-3(x-1 / 3)$ |
| radical | $x^{0.25}$ |
| low freq sine | $\sin (2 \pi x)$ |
| triangle | $(1-x) I_{x<0.5}+x I_{x \geq 0.5}$ |
| high freq sine | $\sin (8 \pi x)$ |
| piecewise constant | $0.287 I_{x \leq 0.2}+0.796 I_{0.2<x \leq 0.4}+0.290 I_{0.4<x \leq 0.6}$ |
|  | $+0.924 I_{0.6<x \leq 0.8}+0.717 I_{x>0.8}$ |
| unimodal cubic | $32(x-2 / 3)^{3}-12(x-2 / 3)^{2}-3(x-2 / 3)$ |
| low order polynomial | $x^{4}(1-x)$ |
| high order polynomial | $x(1-x)^{9}$ |
| reciprocal | $1 /(x+0.5)$ |
| L-shaped | $(x / 90) I_{x \leq 0.9}+(90 x-81) I_{x>0.9}$ |
| lopsided L-shaped | $200 x I_{x \leq 0.005}+(-198 x+19.9) I_{0.005<x \leq 0.01}+(-x / 99+1 / 99) I_{x>0.1}$ |
| spike | $20 x I_{x \leq 0.05}+(-18 x+1.9) I_{0.05<x \leq 0.1}+(-x / 9+1 / 9) I_{x>0.1}$ |
| sigmoid | $\{50(x-0.5)+0.5\} I_{0.4<x \leq 0.6}+I_{x>0.6}$ |
| medium freq sine | $\sin (4 \pi x)$ |
| very high freq sine | $\sin (16 \pi x)$ |
| sine with drift | $\sin \{2 \pi(2 x-1)\}+(2 x-1) / 2$ |
| vary freq sine | $\sin \{4 \pi x(1+x)\}$ |

## A.4.2 Influence of sample size

We run simulations with the same setup with $n=50,100,225$ and 500. Figure A. 7 shows the average power of $G_{\mathrm{m}}^{2}, G_{\mathrm{t}}^{2}, \mathrm{COR}, \mathrm{DCOR}, \mathrm{DDP}$ and $\mathrm{TIC}_{e}$ against different sample sizes. We find that $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ are among the most powerful methods when $n$ is larger


Figure A.2: Scatter plots for the twenty relationships in Table A. 1 with $n=225$. We choose $\sigma=0.5$ for each relationship so $G_{Y \mid X}^{2}=0.8$.


Figure A.3: The powers of mutual information (black solid), $\mathrm{MIC}_{e}$ (grey solid), ACE (grey markers), characteristic function (black dashes), Genest's test (black dots) and Hoeffding's test (black markers) for independence test between $X$ and $Y$ when the relationships are linear, quadratic, cubic, radical, low freq sine, triangle, high freq sine and piecewise constant. The x-axis is $G_{Y \mid X}^{2}$ and the y-axis is the power.


Figure A.4: The left column presents the powers of $G_{\mathrm{m}}^{2}$ (black solid), $G_{\mathrm{t}}^{2}$ (grey solid), COR (grey markers), DCOR (black dashes), DDP (black dots) and TIC $_{e}$ (black markers) for independence test between $X$ and $Y$ when the relationships are power functions; the right column presents the powers of mutual information (black solid), MIC $_{e}$ (grey solid), ACE (grey markers), characteristic function (black dashes), Genest's test (black dots) and Hoeffding's test (black markers). The x-axis is $G_{Y \mid X}^{2}$ and the y-axis is the power.


Figure A.5: The powers for independence test between $X$ and $Y$ when the relationships are piecewise linear functions. The legends is the same as in Fig. A.4.


Figure A.6: The powers for independence test between $X$ and $Y$ when the relationships are trigonometric functions. The legends is the same as in Fig. A.4.
than 100 . When the sample size is small, the powers of $G_{\mathrm{m}}^{2}$ and $G_{\mathrm{t}}^{2}$ are slightly lower than DDP in some cases but are still among the most powerful methods. Power analysis for more relationships are in Fig.s A.8-A. 10.


Figure A.7: The average powers of $G_{\mathrm{m}}^{2}$ (black solid), $G_{\mathrm{t}}^{2}$ (grey solid), COR (grey markers), DCOR (black dashes), DDP and $\mathrm{TIC}_{e}$ (black markers) for testing independence between $X$ and $Y$ with $n=50,100,225$ and 500. The underlying true relationships are linear, quadratic, cubic, radical, low freq sine, triangle, high freq sine and piecewise constant. The x -axis is logarithm of n with base 10 and the y -axis is the average power.

## A. 5 Relationships for equitability study

The relationships for equitability study are in Table A.2.


Figure A.8: The average powers for independence test between $X$ and $Y$ when the relationships are power functions. The legends is the same as in Fig. A.7.


Figure A.9: The average powers for independence test between $X$ and $Y$ when the relationships are piecewise linear functions. The legends is the same as in Fig. A.7.


Figure A.10: The average powers for independence test between $X$ and $Y$ when the relationships are trigonometric functions. The legends is the same as in Fig. A.7.

Table A.2: Relationships for equitability study.

| relationship name | function |
| :--- | :--- |
| line | $x$ |
| quadratic | $(x-1 / 2)^{2}$ |
| cubic | $4(2.4 x-1.3)^{3}+(2.4 x-1.3)^{2}-4(2.4 x-1.3)$ |
| exponential $\left(10^{x}\right)$ | $10^{10 x}$ |
| exponential $\left(2^{x}\right)$ | $2^{2 x}$ |
| L-shaped | $(x / 99) I_{x \leq 0 / 99}+1 I_{x>0.99}$ |
| lopsided L-shaped | $200 x I_{x \leq 0.005}+(-198 x+19.9) I_{0.005<x \leq 0.01}+(-x / 99+1 / 99) I_{x>0.1}$ |
| spike | $20 I_{x \leq 0.05}+(-18 x+1.9) I_{0.05<x \leq 0.1}+(-x / 9+1 / 9) I_{x>0.1}$ |
| sigmoid | $\{50(x-0.5)+0.5\} I_{0.49<x \leq 0.51+1 I_{x>0.51}}$ |
| linear + high freq periodic | $0.1 \sin \{10.6(2 x-1)\}+1.1(2 x-1)$ |
| linear + high freq periodic 2 | $0.2 \sin \{10.6(2 x-1)\}+1.1(2 x-1)$ |
| linear + low freq periodic | $0.2 \sin \{4(2 x-1)\}+1.1(2 x-1)$ |
| linear + medium freq periodic | $\sin (10 \pi x)+x$ |
| high freq sine | $\sin (8 \pi x)$ |
| non-Fourier freq sine | $\sin (9 \pi x)$ |
| very high freq sine | $\sin (16 \pi x)$ |
| varying freq sine | $\sin \{6 \pi x(1+x)\}$ |
| high freq cosine | $\cos (14 \pi x)$ |
| non-Fourier freq cosine | $\cos (7 \pi x)$ |
| varying freq cosine | $\sin \{5 \pi x(1+x)\}$ |

## B

## Supplementary materials for Chapter 2

## B. 1 Proof of consistency

Lemma B.1. Suppose $X$ and $Y$ are univariate continuous random variables with $|X|,|Y|<$ $B$ and $\operatorname{var}(X), \operatorname{var}(Y)>b^{-2}$. Given $n$ observations as $\left(x_{i}, y_{i}\right)(i=1, \ldots, n)$, let $\hat{\beta}$ be the slope coefficient after regressing $Y$ on $X$. Then

$$
\operatorname{pr}\left\{\left|\hat{\beta}-\frac{\operatorname{cov}(X, Y)}{\operatorname{var}(X)}\right|>\varepsilon\right\} \leq 8 \exp \left\{-C_{2}(B, b) n \varepsilon^{2}\right\}
$$

with $C_{2}(B, b)=\left(72 b^{4} B^{4}\right)^{-1} \min \left\{1,\left(4 b^{2} B^{2}\right)^{-1}\right\}$.

Proof of Lemma B.1. Without loss of generality, we assume $E X=E Y=0, \operatorname{var}(X)=$ $\operatorname{var}(Y)=1$ and $E(X Y)=\rho$. By definition, we have

$$
\hat{\beta}=\frac{\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)\left(\frac{1}{n} \sum_{i=1}^{n} y_{i}\right)}{\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}}
$$

Then $x_{i}^{2}, y_{i}^{2} \in\left[0, B^{2}\right], x_{i} y_{i} \in\left[-B^{2}, B^{2}\right]$. According to Hoeffding's inequality, we have

$$
\begin{aligned}
& \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}\right|>\varepsilon / 6\right), \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}\right|>\varepsilon / 6\right), \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-1\right|>\varepsilon / 6\right) \\
& \operatorname{pr}\left(\left|\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\rho\right|>\varepsilon / 6\right) \leq 2 \exp \left\{-c(B) n \varepsilon^{2}\right\}
\end{aligned}
$$

with $c(B)=\left(72 B^{2}\right)^{-1} \min \left\{1, B^{-2}\right\}$. If $\varepsilon<1 / 2$ and

$$
\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}\right|,\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}\right|,\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-1\right|,\left|\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\rho\right| \leq \varepsilon / 6
$$

we can derive that

$$
\begin{aligned}
|\hat{\beta}-\rho| \leq & \frac{\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}-1\right||\rho|}{\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}\right|} \\
& \frac{+\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}\right|\left|\frac{1}{n} \sum_{i=1}^{n} y_{i}\right|+\left|\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\rho\right|}{\left|\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)^{2}\right|} \\
\leq & \frac{2\left(\varepsilon / 6+\varepsilon^{2} / 36\right)}{1-\varepsilon / 6-\varepsilon^{2} / 36}<\varepsilon .
\end{aligned}
$$

So we can conclude that

$$
\operatorname{pr}(|\hat{\beta}-\rho|>\varepsilon) \leq 8 \exp \left\{-c(B) n \varepsilon^{2}\right\}
$$

For general cases, define $X^{\prime}=(X-E X) / \operatorname{sd}(X), Y^{\prime}=(Y-E Y) / \operatorname{sd}(Y)$. Then $E X^{\prime}=E Y^{\prime}=0$,
$\operatorname{var}\left(X^{\prime}\right)=\operatorname{var}\left(Y^{\prime}\right)=1$ and $\left|X^{\prime}\right|,\left|Y^{\prime}\right|<2 b B$. Thus,

$$
\begin{aligned}
& \operatorname{pr}\left\{\left|\hat{\beta}-\frac{\operatorname{cov}(X, Y)}{\operatorname{var}(X)}\right|>\varepsilon\right\}=\operatorname{pr}\left\{\left|\hat{\beta}^{\prime}-\operatorname{cov}\left(X^{\prime}, Y^{\prime}\right)\right|>\frac{\varepsilon s d(X)}{s d(Y)}\right\} \\
\leq & 8 \exp \left\{-\frac{c(2 b B) \operatorname{var}(X)}{\operatorname{var}(Y)} n \varepsilon^{2}\right\}=8 \exp \left\{-C_{2}(B, b) n \varepsilon^{2}\right\}
\end{aligned}
$$

with $C_{2}(B, b)=\left(288 b^{4} B^{4}\right)^{-1} \min \left\{1,\left(4 b^{2} B^{2}\right)^{-1}\right\}$.

Proof of Theorem 2.1. First, we prove the first part of the theorem. Let $\lambda(n)=\lambda_{0} \log (n) / n$. By definition, we know that

$$
S_{n}=\operatorname{argmin}_{m_{s} \geq m} \sum_{s \in S} \frac{n_{s}}{n} \log \widehat{\sigma}_{s}^{2}+(|S|-1) \lambda(n)
$$

For each slice $s$, define $\sigma_{s}^{2}=\operatorname{var}_{s}(Y)-\operatorname{cov}_{s}^{2}(X, Y) / \operatorname{var}_{s}(X)$ and $p_{s}=P(X \in s)$. Then

$$
\sigma_{s}^{2} \geq \operatorname{var}_{s}(Y)-\operatorname{var}_{s}\{E(Y \mid X)\}=\sigma^{2}
$$

Step 1: We show that there is $\eta_{3}(n)>0$, and $\eta_{3}(n) \rightarrow 0$ as $n \rightarrow \infty$ such that

$$
\operatorname{pr}\left[\liminf _{n \rightarrow \infty} \sum_{s \in S_{n}} \frac{n_{s}}{n} \widehat{\sigma}_{s}^{2}>\sigma^{2}-\eta_{3}(n)\right]=1 .
$$

Because for any slicing scheme $S, \sum_{s \in S} p_{s} \sigma_{s}^{2} \geq \sigma^{2}$, it is enough to show that there is $\eta_{3}(n)$ such that

$$
\operatorname{pr}\left\{\liminf _{n \rightarrow \infty} \sum_{s \in S_{n}} \frac{n_{s}}{n} \widehat{\sigma}_{s}^{2}>\sum_{s \in S_{n}} p_{s} \sigma_{s}^{2}-\eta_{3}(n)\right\}=1
$$

Let $\delta(n)=\log (n) n^{-1 / 4}$. We have

$$
\begin{aligned}
& \sum_{s \in S_{n}} \frac{n_{s}}{n} \widehat{\sigma}_{s}^{2}-\sum_{s \in S_{n}} p_{s} \sigma_{s}^{2} \\
= & \sum_{s \in S_{n}}\left(\frac{n_{s}}{n}-p_{s}\right) \sigma_{s}^{2}+\sum_{s \in S_{n}} \frac{n_{s}}{n}\left(\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}\right) .
\end{aligned}
$$

First, we consider $\sum_{s \in S_{n}}\left(\frac{n_{s}}{n}-p_{s}\right) \sigma_{s}^{2}$. Let us define a new random variable: $Z$, and $Z=$ $\sigma_{s}^{2}$ if $X$ is in slice $s$, and let $z_{i}(i=1, \ldots n)$ be $n$ independent observations of $Z$. Then,

$$
E(Z)=\sum_{s \in S_{n}} p_{s} \sigma_{s}^{2}, \quad \frac{1}{n} \sum_{i=1}^{n} z_{i}=\sum_{s \in S_{n}} \frac{n_{s}}{n} \sigma_{s}^{2} .
$$

By Hoeffding's inequality and the fact that $\sigma_{s}^{2} \in\left[b^{-2}, B^{2}\right]$,

$$
\begin{equation*}
\operatorname{pr}\left\{\sum_{s \in S_{n}}\left(\frac{n_{s}}{n}-p_{s}\right) \sigma_{s}^{2}<-\delta(n)\right\} \leq \exp \left\{-2 n \delta(n)^{2} / B^{4}\right\} \tag{B.1}
\end{equation*}
$$

Second, we focus on the difference between $\widehat{\sigma}_{s}^{2}$ and $\sigma_{s}^{2}$. Consider a slicing scheme $Q_{n}$ of $n^{4}$ slices such that an observation falls in each slice equally. Given $n$ observations, the probability for any of the $n^{4}$ slices containing more than one observations is smaller than $n^{4}\left\{1-\left(1+n^{-3}\right)\left(1-n^{-4}\right)^{n}\right\} \leq n^{-2}$. Then event

$$
E_{1, n}=\left\{\text { each slice of } Q_{n} \text { has at most one observation }\right\}
$$

satisfies $\operatorname{pr}\left(\lim _{\inf }^{n \rightarrow \infty}\right.$ $\left.E_{1, n}\right)=1$. Thus, we only need to consider slicing schemes that are more refined than $Q_{n}$, denoted as $S \preceq Q_{n}$. Define the set of slices

$$
\Xi=\left\{s \mid \text { there exists } S \preceq Q_{n} \text { such that } s \in S\right\} .
$$

The set $\Xi$ contains at most $n^{4}\left(n^{4}+1\right) / 2=O\left(n^{8}\right)$ slices. Each slice $s \in \Xi$ contains at least $m$ observations.

By Lemma A.1, if $\delta(n)<0.5 b^{-2}$,

$$
\begin{equation*}
\operatorname{pr}\left\{\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}<-\delta(n)\right\} \leq 10 e^{-C_{1}\left(B, 2 \sigma^{-1}\right) \delta(n)^{2} m} \leq 10 n^{-C_{1}\left(B, 2 \sigma^{-1}\right) \log (n)} \tag{B.2}
\end{equation*}
$$

Let $\eta_{3}(n)=2 \delta(n)$ and event

$$
E_{2, n}=\left\{\min _{S \preceq Q_{n}} \sum_{s \in S} \frac{n_{s}}{n} \widehat{\sigma}_{s}^{2}>\sigma^{2}-\eta_{3}(n)\right\} .
$$

Combine the result of (B.1) and (B.2), we have pr $\left(\liminf _{n \rightarrow \infty} E_{1, n} \cap E_{2, n}\right)=1$, which means that $n^{-1} \sum_{s \in S_{n}} n_{s} \widehat{\sigma}_{s}^{2}$ is almost surely larger than $\sigma^{2}$.

Step 2: Next, we show that there exists $\eta_{4}(n)>0$, and $\eta_{4}(n) \rightarrow 0$ as $n \rightarrow \infty$ such that

$$
\operatorname{pr}\left[\limsup _{n \rightarrow \infty} \sum_{s \in S_{n}} \frac{n_{s}}{n} \widehat{\sigma}_{s}^{2}<\sigma^{2}+\eta_{4}(n)\right]=1 .
$$

We already know that there $\eta_{2}(n)>0$ and $\eta_{2}(n) \rightarrow \infty$ as $n \rightarrow \infty$, such that

$$
\operatorname{pr}\left[\limsup _{n \rightarrow \infty} \sum_{s \in S_{n}} \frac{n_{s}}{n} \log \widehat{\sigma}_{s}^{2}<\log \sigma^{2}+\eta_{2}(n)\right]=1 .
$$

We know

$$
\begin{aligned}
& \sum_{s \in S_{n}} \frac{n_{s}}{n} \log \widehat{\sigma}_{s}^{2}-\log \sigma^{2} \\
= & \sum_{s \in S_{n}} \frac{n_{s}}{n}\left(\log \widehat{\sigma}_{s}^{2}-\log \sigma_{s}^{2}\right)-\sum_{s \in S_{n}} \frac{n_{s}}{n}\left(\log \sigma^{2}-\log \sigma_{s}^{2}\right) \\
\geq & \sum_{s \in S_{n}} \frac{n_{s}}{n}\left\{\frac{\widehat{\sigma}_{s}^{2}}{\sigma_{s}^{2}}-1-\delta(n)^{2} B^{-4}\right\}-\sum_{s \in S_{n}} \frac{n_{s}}{n}\left(\frac{\sigma^{2}}{\sigma_{s}^{2}}-1\right) \\
\geq & \sum_{s \in S_{n}} \frac{n_{s} \widehat{\sigma}_{s}^{2}}{n \sigma_{s}^{2}}-\sum_{s \in S_{n}} \frac{n_{s} \sigma^{2}}{n \sigma_{s}^{2}}-\delta(n)^{2} B^{-4},
\end{aligned}
$$

if

$$
\frac{\widehat{\sigma}_{s}^{2}}{\sigma_{s}^{2}} \in\left[1-\delta(n) B^{-2}, 1+\delta(n) B^{-2}\right]
$$

and if $\delta(n) B^{-2}<0.5$. Besides,

$$
\operatorname{pr}\left\{\left|\frac{\widehat{\sigma}_{s}^{2}}{\sigma_{s}^{2}}-1\right|>\delta(n) B^{-2}\right\} \leq \operatorname{pr}\left\{\left|\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}\right|>\delta(n) B^{-2} \sigma^{2}\right\} \leq 10 e^{-C_{1}\left(B, 2 \sigma^{-1}\right) \sqrt{n} \delta(n)^{2} B^{-4} \sigma^{4}} .
$$

Because $\sigma_{s}^{2} \geq \sigma^{2}$, under (B.1), we have

$$
\begin{aligned}
\sum_{s \in S_{n}} \frac{n_{s}}{n}\left(\widehat{\sigma}_{s}^{2}-\sigma^{2}\right) & =\sum_{s \in S_{n}} \frac{n_{s}}{n}\left(\widehat{\sigma}_{s}^{2}-\sigma_{s}^{2}\right)+\sum_{s \in S_{n}} \frac{n_{s}\left(\sigma_{s}^{2}-\sigma^{2}\right)}{n \sigma_{s}^{2}} \sigma_{s}^{2} \\
& \leq \delta(n)+B^{2} \sum_{s \in S_{n}} \frac{n_{s}\left(\sigma_{s}^{2}-\sigma^{2}\right)}{n \sigma_{s}^{2}} \\
& \leq \delta(n)+B^{2} \sum_{s \in S_{n}} \frac{n_{s}\left(\sigma_{s}^{2}-\widehat{\sigma}_{s}^{2}\right)}{n \sigma_{s}^{2}}+B^{2} \sum_{s \in S_{n}} \frac{n_{s}\left(\widehat{\sigma}_{s}-\sigma^{2}\right)}{n \sigma_{s}^{2}} \\
& \leq 2 \delta(n)+B^{2}\left\{\eta_{2}(n)+\delta(n)^{2} B^{-4}\right\}
\end{aligned}
$$

Let $\eta_{4}(n)=2 \delta(n)+\delta(n)^{2} B^{-2}+B^{2} \eta_{2}(n)$, by (B.2) and (B.2), we have

$$
\operatorname{pr}\left\{\limsup _{n \rightarrow \infty} \sum_{s \in S_{n}} \frac{n_{s}}{n} \widehat{\sigma}_{s}^{2}<\sigma^{2}+\eta_{4}(n)\right\}=1 .
$$

For the second part of the theorem, denote that $f_{i}=f\left(X_{i}\right), \hat{f}_{i}=\hat{f}\left(X_{i}\right)$, then

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\hat{f}_{i}\right)^{2} & =\frac{1}{n} \sum_{i=1}^{n}\left(f_{i}+e_{i}-\hat{f}_{i}\right)^{2} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(f_{i}-\hat{f}_{i}\right)^{2}+\frac{1}{n} \sum_{i=1} e_{i}^{2}+\frac{2}{n} \sum_{i=1}^{n} e_{i}\left(f_{i}-\hat{f}_{i}\right)
\end{aligned}
$$

where $e_{i}=y_{i}-f_{i}$ and $\frac{1}{n} \sum_{i=1}^{n} e_{i}^{2} \rightarrow \sigma^{2}$. We show that there is $\eta_{5}(n)>0$ axnd $\eta_{5}(n) \rightarrow 0$ as $n \rightarrow \infty$ such that

$$
\operatorname{pr}\left\{\limsup _{n \rightarrow \infty} \frac{1}{n}\left|\sum_{i=1}^{n} e_{i}\left(\hat{f}_{i}-f_{i}\right)\right|<\eta_{5}(n)\right\}=1 .
$$

Similar as before, we only need to consider slicing schemes that are more refined than $Q_{n}$.
For slice $s \in \Xi$, we have

$$
\begin{aligned}
\sum_{i \in s} e_{i}\left(\hat{f}_{i}-f_{i}\right) & =\sum_{i \in s} e_{i}\left[\bar{f}_{s}-f_{i}+\bar{e}_{s}+\hat{\beta}_{s}\left(x_{i}-\bar{x}_{s}\right)\right] \\
& =n_{s}\left(\bar{e}_{s}^{2}+\bar{e}_{s} \bar{f}_{s}-\hat{\beta}_{s} \bar{e}_{s} \bar{x}_{s}\right)-\sum_{i \in s} e_{i} f_{i}+\hat{\beta}_{s} \sum_{i \in s} e_{i} x_{i}
\end{aligned}
$$

Because $f_{i} \in[-B, B], e_{i} \in[-2 B, 2 B], e_{i} f_{i} \in\left[-2 B^{2}, 2 B^{2}\right]$ and $e_{i} x_{i} \in\left[-2 B^{2}, 2 B^{2}\right]$. By Hoeffding's inequality,

$$
\begin{aligned}
& \operatorname{pr}\left\{\left|\bar{e}_{s}\right|>\delta(n)\right\}, \quad \operatorname{pr}\left\{\frac{1}{n_{s}}\left|\sum_{i \in s} e_{i} f_{i}\right|>\delta(n)\right\}, \quad \operatorname{pr}\left\{\frac{1}{n_{s}}\left|\sum_{i \in s} e_{i} x_{i}\right|>\delta(n)\right\} \\
\leq & 2 \exp \left\{-C_{3}(B) n_{s} \delta(n)^{2}\right\} \leq 2 n^{-C_{3}(B) \log (n)}
\end{aligned}
$$

with $C_{3}(B)=\left(2 B^{2}\right)^{-1} \min \left\{1, B^{-2}\right\}$. Then if

$$
\left|\bar{e}_{s}\right| \leq \delta(n), \quad \frac{1}{n_{s}}\left|\sum_{i \in s} e_{i} f_{i}\right| \leq \delta(n), \quad \frac{1}{n_{s}}\left|\sum_{i \in s} e_{i} x_{i}\right| \leq \delta(n),
$$

we have

$$
\frac{1}{n_{s}}\left|\sum_{i \in s} e_{i}\left(\hat{f}_{i}-f_{i}\right)\right| \leq\left|\bar{e}_{s}\right|\left(4 B+B\left|\hat{\beta}_{s}\right|\right)+\frac{1}{n_{s}}\left|\sum_{i \in s} e_{i} f_{i}\right|+\frac{1}{n_{s}}\left|\hat{\beta}_{s}\right|\left|\sum_{i \in S} e_{i} x_{i}\right| .
$$

By Lemma B.1, if $\delta(n)<B^{2} \sigma^{-2}$,

$$
\operatorname{pr}\left(|\hat{\beta}|>2 B^{2} \sigma^{-2}\right) \leq 8 \exp \left\{-C_{2}\left(B, 2 \sigma^{-1}\right) \delta(n)^{2} \sqrt{n}\right\} .
$$

Let $\eta_{5}(n)=\left(1+4 B+4 B^{2} b^{2}+4 B^{3} b^{2}\right) \delta(n)$, then

$$
\operatorname{pr}\left\{\limsup _{n \rightarrow \infty} \frac{1}{n}\left|\sum_{i=1}^{n} e_{i}\left(\hat{f}_{i}-f_{i}\right)\right|<\eta_{5}(n)\right\}=1
$$

which means $\frac{1}{n} \sum_{i=1}^{n}\left(f_{i}-\hat{f}_{i}\right)^{2} \rightarrow 0$.

## B. 2 More simulations

We present the average ISEs for $t=1$ and 2 in Tables B.1-B.5. As the sample size increases, our method can outperform the other methods. We also present the false negative and false positive selections in Tables B.6-B.10. Our methods perform better with larger sample size ( $n \geq 225$ ). When the number of predictors is not large, we suggest the AMGS-BIC for a smaller prediction error. When the number of predictors is large, we suggest MGS-AGL for a more consistent variable selection result.

Table B.1: The average ISEs with $p=10$ for $k_{j}(j=1,2,3,4)$

|  | $t=1$ |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.50(1.55)$ | $0.60(0.34)$ | $0.32(0.21)$ |
| MGS-BIC | $1.48(2.98)$ | $\mathbf{0 . 4 5 ( 0 . 3 0 )}$ | $\mathbf{0 . 2 4 ( 0 . 1 8 )}$ |
| SPAM | $\mathbf{1 . 0 5 ( 0 . 3 0 )}$ | $0.50(0.12)$ | $0.34(0.07)$ |
| AGL | $1.65(1.25)$ | $0.56(0.24)$ | $0.33(0.12)$ |
|  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.93(12.68)$ | $0.39(0.31)$ | $0.21(0.11)$ |
| MGS-BIC | $1.89(8.84)$ | $\mathbf{0 . 2 6 ( 0 . 2 3 )}$ | $\mathbf{0 . 1 3 ( 0 . 0 8 )}$ |
| SPAM | $\mathbf{1 . 1 0 ( 0 . 3 3 )}$ | $0.49(0.14)$ | $0.31(0.08)$ |
| AGL | $1.66(1.52)$ | $0.54(0.24)$ | $0.30(0.10)$ |

Table B.2: The average ISEs with $p=20$ for $k_{j}(j=1,2,3,4)$

|  | $t=1$ |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.61(1.64)$ | $0.59(0.31)$ | $0.33(0.21)$ |
| MGS-BIC | $1.74(3.81)$ | $\mathbf{0 . 4 6 ( 0 . 2 8 )}$ | $\mathbf{0 . 2 5 ( 0 . 1 8 )}$ |
| SPAM | $\mathbf{1 . 2 1 ( 0 . 3 4 )}$ | $0.56(0.13)$ | $0.37(0.08)$ |
| AGL | $1.72(1.30)$ | $0.56(0.26)$ | $0.33(0.12)$ |
|  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.63(2.09)$ | $0.41(0.31)$ | $0.20(0.11)$ |
| MGS-BIC | $1.82(5.08)$ | $\mathbf{0 . 2 8 ( 0 . 3 4 )}$ | $\mathbf{0 . 1 3 ( 0 . 0 8 )}$ |
| SPAM | $\mathbf{1 . 2 4 ( 0 . 3 5 )}$ | $0.57(0.15)$ | $0.35(0.08)$ |
| AGL | $1.78(2.55)$ | $0.56(0.32)$ | $0.29(0.10)$ |

Table B.3: The average ISEs with $p=50$ for $k_{j}(j=1,2,3,4)$

|  | $t=1$ |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.51(1.56)$ | $0.58(0.35)$ | $0.33(0.21)$ |
| SPAM | $\mathbf{1 . 4 5 ( \mathbf { 0 . 3 8 ) }}$ | $0.63(0.15)$ | $0.40(0.07)$ |
| AGL | $1.79(1.21)$ | $\mathbf{0 . 5 4 ( 0 . 2 6 )}$ | $\mathbf{0 . 3 2 ( 0 . 1 2 )}$ |
|  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.96(3.93)$ | $\mathbf{0 . 4 2 ( 0 . 2 8 )}$ | $\mathbf{0 . 2 0 ( 0 . 1 2 )}$ |
| SPAM | $\mathbf{1 . 4 2 ( 0 . 3 7 )}$ | $0.67(0.16)$ | $0.41(0.08)$ |
| AGL | $1.98(2.18)$ | $0.56(0.29)$ | $0.29(0.11)$ |

Table B.4: The average ISEs with $p=100$ for $k_{j}(j=1,2,3,4)$

|  | $t=1$ |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.70(2.51)$ | $0.59(0.42)$ | $\mathbf{0 . 3 2 ( 0 . 2 1 )}$ |
| SPAM | $\mathbf{1 . 6 1 ( 0 . 4 1 )}$ | $0.70(0.16)$ | $0.43(0.08)$ |
| AGL | $1.99(1.41)$ | $\mathbf{0 . 5 7 ( 0 . 3 0 )}$ | $0.32(0.11)$ |
|  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $2.00(4.15)$ | $\mathbf{0 . 4 3 ( 0 . 3 1 )}$ | $\mathbf{0 . 2 0 ( 0 . 1 1 )}$ |
| SPAM | $\mathbf{1 . 5 5 ( 0 . 3 7 )}$ | $0.73(0.16)$ | $0.45(0.09)$ |
| AGL | $1.98(1.32)$ | $0.57(0.28)$ | $0.28(0.10)$ |

Table B.5: The average ISEs with $p=200$ for $k_{j}(j=1,2,3,4)$

|  |  | $t=1$ |  |
| :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $1.97(4.67)$ | $0.58(0.50)$ | $\mathbf{0 . 3 0 ( 0 . 2 0 )}$ |
| SPAM | $\mathbf{1 . 7 7 ( 0 . 4 4 )}$ | $0.75(0.16)$ | $0.46(0.08)$ |
| AGL | $2.31(1.64)$ | $\mathbf{0 . 5 5 ( 0 . 2 7 )}$ | $0.32(0.12)$ |
|  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 |
| MGS-AGL | $2.52(7.95)$ | $\mathbf{0 . 4 4 ( 0 . 2 9 )}$ | $\mathbf{0 . 1 9 ( 0 . 1 3 )}$ |
| SPAM | $\mathbf{1 . 6 7 ( 0 . 4 0 )}$ | $0.81(0.18)$ | $0.48(0.09)$ |
| AGL | $2.04(1.17)$ | $0.59(0.31)$ | $0.28(0.11)$ |

Table B.6: The average of false negative and positive selections with $p=10$ for $k_{j}(j=1,2,3,4)$

| FN |  | $t=1$ |  |  | $t=2$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.49 | 0.12 | 0.01 | 0.77 | 0.05 | 0 |
| MGS-BIC | 0.17 | 0 | 0 | 0.61 | 0.01 | 0 |
| SPAM | 0 | 0 | 0 | 0.06 | 0 | 0 |
| AGL | 0.30 | 0.02 | 0 | 1.00 | 0.13 | 0 |
| FP |  | $t=1$ |  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.04 | 0 | 0 | 0.18 | 0.04 | 0.01 |
| MGS-BIC | 0.31 | 0.15 | 0.10 | 0.16 | 0.01 | 0 |
| SPAM | 4.01 | 4.59 | 4.88 | 3.61 | 4.86 | 5.28 |
| AGL | 0.12 | 0.01 | 0 | 0.16 | 0.05 | 0 |

Table B.7: The average of false negative and positive selections with $p=20$ for $k_{j}(j=1,2,3,4)$

| FN |  | $t=1$ |  |  | $t=2$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.50 | 0.15 | 0.02 | 0.98 | 0.07 | 0 |
| MGS-BIC | 0.19 | 0 | 0 | 0.64 | 0.02 | 0 |
| SPAM | 0 | 0 | 0 | 0.10 | 0 | 0 |
| AGL | 0.37 | 0.02 | 0 | 1.19 | 0.18 | 0 |
| FP |  | $t=1$ |  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.11 | 0.01 | 0 | 0.33 | 0.10 | 0 |
| MGS-BIC | 0.82 | 0.41 | 0.24 | 0.39 | 0.02 | 0 |
| SPAM | 7.81 | 9.21 | 9.73 | 6.77 | 9.77 | 11.19 |
| AGL | 0.21 | 0.03 | 0.01 | 0.30 | 0.13 | 0.02 |

Table B.8: The average of false negative and positive selections with $p=50$ for $k_{j}(j=1,2,3,4)$

| FN |  | $t=1$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $t=2$ |  |  |  |  |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.51 | 0.12 | 0.01 | 1.22 | 0.10 | 0 |
| SPAM | 0.01 | 0 | 0 | 0.25 | 0 | 0 |
| AGL | 0.59 | 0.01 | 0 | 1.46 | 0.23 | 0.02 |
| FP |  | $t=1$ |  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.29 | 0.03 | 0 | 0.64 | 0.26 | 0.06 |
| SPAM | 13.47 | 16.35 | 17.43 | 11.52 | 16.95 | 20.56 |
| AGL | 0.44 | 0.12 | 0.04 | 0.58 | 0.31 | 0.10 |

Table B.9: The average of false negative and positive selections with $p=100$ for $k_{j}(j=1,2,3,4)$

| FN |  | $t=1$ |  |  | $t=2$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.56 | 0.14 | 0.01 | 1.42 | 0.11 | 0 |
| SPAM | 0.05 | 0 | 0 | 0.47 | 0 | 0 |
| AGL | 0.73 | 0.02 | 0 | 1.62 | 0.25 | 0.01 |
| FP |  | $t=1$ |  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.59 | 0.09 | 0.01 | 0.97 | 0.46 | 0.16 |
| SPAM | 18.20 | 22.78 | 23.68 | 15.18 | 22.13 | 27.22 |
| AGL | 0.55 | 0.20 | 0.07 | 0.76 | 0.56 | 0.21 |

Table B.10: The average of false negative and positive selections with $p=200$ for $k_{j}(j=1,2,3,4)$

| FN |  | $t=1$ |  |  | $t=2$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 0.70 | 0.12 | 0.02 | 1.65 | 0.17 | 0 |
| SPAM | 0.11 | 0 | 0 | 0.66 | 0.02 | 0 |
| AGL | 1.04 | 0.01 | 0 | 1.81 | 0.35 | 0.02 |
| FP |  | $t=1$ |  |  | $t=2$ |  |
| $n$ | 100 | 225 | 400 | 100 | 225 | 400 |
| MGS-AGL | 1.00 | 0.19 | 0.04 | 1.13 | 0.87 | 0.29 |
| SPAM | 21.85 | 28.14 | 31.88 | 18.62 | 27.45 | 34.84 |
| AGL | 0.71 | 0.27 | 0.17 | 0.99 | 0.81 | 0.37 |

## Supplementary materials for Chapter 3

## C. 1 Details of fitting the log-normal hierarchical model

We fit the hierarchical regression model by sampling from its posterior distributions using Markov chain Monte Carlo. We introduce three different algorithms: the Gibbs sampling algorithm which updates parameters one at a time sequentially, the block Gibbs sampling algorithm which jointly updates vectors of correlated parameters, and the Hamiltonian Monte Carlo algorithm which uses the Hamiltonian dynamics to propose efficient moves around the parameter space.

## 1. Gibbs Sampling Algorithm.

The Gibbs sampler iterates the following steps until convergence.
(a) For $i=1, \ldots, N$, sample $B_{i}$ from

$$
\mathcal{N}\left\{\frac{b_{i} / \tau_{i}^{2}+\sum_{j \in J_{i}}\left(y_{i j}^{\prime}-G_{j}\right) / \sigma_{i}^{2}}{1 / \tau_{i}^{2}+\sum_{j \in J_{i}} 1 / \sigma_{i}^{2}}, \frac{1}{1 / \tau_{i}^{2}+\sum_{j \in J_{i}} 1 / \sigma_{i}^{2}}\right\}
$$

(b) For $j=1, \ldots, M$, sample $G_{j}$ from

$$
\mathcal{N}\left\{\frac{\sum_{i \in I_{j}}\left(y_{i j}^{\prime}-B_{i}\right) / \sigma_{i}^{2}}{\sum_{i \in I_{j}} 1 / \sigma_{i}^{2}}, \frac{1}{\sum_{i \in I_{j}} 1 / \sigma_{i}^{2}}\right\} .
$$

(c) Update each $\sigma_{i}^{2}$ one-at-a-time using Metropolis-Hastings.

## 2. Block Gibbs Sampling Algorithm.

The block Gibbs sampler iterates the following step and step (1c) until convergence.
(a) Sample the vector $\left(B^{t}, G^{t}\right)^{t}$ using Section 3.2.3, i.e., sample $\left(B^{t}, G^{t}\right)^{t}$ from a multivariate Gaussian distribution with mean $\Omega^{-1} \gamma$ and variance $\Omega^{-1}$.

## 3. Hamiltonian Monte Carlo Algorithm.

In the Hamiltonian Monte Carlo algorithm, we sample the whole vector of unknown parameters, i.e., $\left\{B_{i}, G_{j}, \sigma_{i}^{2}\right\}$ through the non-U-turn HMC sampler ${ }^{23}$. The algorithm is implemented with the STAN package.

We compare the performance of the afore mentioned algorithms using auto-correlation plots of the posterior samples and the effective sample size, in both the simulated and real data examples. We find that the Gibbs sampler converges very slowly relative to the other two algorithms. We can cross check our results by comparing the samples obtained with the block Gibbs sampler and HMC - they give the same posterior distributions.

## C. 2 Proprieties of the posterior distribution

Theorem C.1. Under the prior specifications for $\left\{B_{i}, G_{j}, \sigma_{i}^{2}: i=1, \ldots, N, j=1, \ldots, M\right\}$ given in (3.6), we have (i) the posterior is proper if all instruments measure all sources, i.e. $\left|J_{i}\right|=M$ for all $1 \leq i \leq N$, (ii) the MAP estimator of each $\sigma_{i}^{2}$ is bounded away from zero by a finite constant which only depends on the hyper-parameters. Furthermore, flat priors on the $\sigma_{i}^{2}$ would result in an unbounded posterior distribution.

Proof. Part 1. Under the prior specifications in (3.6), the joint posterior distribution is

$$
p\left(B, G, \sigma^{2} \mid D, \tau^{2}\right) \propto \prod_{i=1}^{N} \sigma_{i}^{-M-2-2 d f_{g}} \exp \left\{-\sum_{i=1}^{N} \frac{\sum_{j=1}^{M}\left(y_{i j}^{\prime}-B_{i}-G_{j}\right)^{2}+2 \beta_{g}}{2 \sigma_{i}^{2}}-\sum_{i=1}^{N} \frac{\left(b_{i}-B_{i}\right)^{2}}{2 \tau_{i}^{2}}\right\}
$$

Integrating out $(B, G)$ gives
$p\left(\sigma^{2} \mid D, \tau^{2}\right) \propto \prod_{i=1}^{N} \sigma_{i}^{-M-2-2 d f_{g}}|\operatorname{det}(\Omega)|^{-1 / 2} \exp \left\{\frac{1}{2} \mu^{t} \Omega \mu-\sum_{i=1}^{N}\left\{\beta_{g}+\sum_{j \in J_{i}} \frac{\left(y_{i j}^{\prime}\right)^{2}}{2}\right\} \sigma_{i}^{-2}\right\}$,
where $\mu$ and $\Omega$, both of which depends on the $\sigma_{i}^{2}$, are defined in Section 3.2.3.
Claim 1: $\mu^{t} \Omega \mu<\sum_{i=1}^{N} \sum_{j=1}^{M}\left(y_{i j}^{\prime}\right)^{2} \sigma_{i}^{-2}$.
Claim 2: $|\operatorname{det}(\Omega)|^{-1 / 2} \leq D \prod_{i=1}^{N} \sigma_{i}$ for some constant $D$.
From Claims 1 and 2, whose proofs are given after the current proof, we conclude that $p\left(\sigma^{2} \mid D, \tau\right)$ is integrable on the positive real line when all $\left|J_{i}\right|=M$, thus the posterior is proper.

Part 2. For fixed $B$ and $G$, the $\sigma_{i}^{2}$ which maximizes the posterior probability satisfies

$$
\sigma_{i}^{2}=2 \sqrt{u^{2}+2 \beta_{g} / M+v_{i}}-2 u(i=1, \ldots, N)
$$

where $u=1+\left(2 d f_{g}+2\right) / M, v_{i}=\sum_{j=1}^{M}\left(y_{i j}-B_{i}-G_{j}\right)^{2} / M$. Then,

$$
\sigma_{i}^{2} \geq \frac{2 \beta_{g} / M}{\sqrt{u^{2}+2 \beta_{g} / M}+u}
$$

thus the MAP estimator of $\sigma_{i}^{2}$ is bounded away from 0 by a finite constant independent of $B$ and $G$.

Part 3. If we assign flat priors on $\sigma_{i}^{2}$, the posterior distribution may be unbounded near the boundary. For example, if $J_{i} \neq \emptyset$, let $B_{i}=0$ and $G_{j}=y_{i j}, j \in J_{i}$, then $\sum_{j \in J_{i}} \frac{\left(y_{i j}^{\prime}-B_{i}-G_{j}\right)^{2}}{2 \sigma_{i}^{2}}=$ $\sigma_{i}^{2} / 8$. Then $p\left(B, G, \sigma^{2} \mid D, \tau^{2}\right) \rightarrow \infty$ as $\sigma_{i} \rightarrow 0$.

First, let us study the properties of the $\Omega$ matrix. We use $p_{i}=\sigma_{i}^{-2}$ for simplicity of notations and assume $b_{i}=0$ without loss of generality. Let $A$ be an $(N+M) \times(N+M)$ diagonal matrix and the diagonal values are the same as $\Omega$. Let $U$ be an $(N+M) \times 2$ matrix such that

$$
U_{i, 1}=p_{i}, U_{i, 2}=0(i=1, \ldots, N), \quad U_{j+N, 1}=0, U_{j+N, 2}=1(j=1, \ldots, M) .
$$

Let $C$ be a $2 \times 2$ matrix such that $C_{i, j}=I_{i \neq j}(i, j=1,2)$. Then $\Omega=A+U C U^{t}$. By the Woodbury matrix identity, we have

$$
\begin{equation*}
\Omega^{-1}=A^{-1}-A^{-1} U\left(C+U^{t} A^{-1} U\right)^{-1} U^{t} A^{-1} . \tag{C.1}
\end{equation*}
$$

For simplicity, let $\alpha_{i}=M p_{i}+\tau^{-2}, \beta=\sum_{i=1}^{N} p_{i}$ and $\omega_{i}=\tau_{i}^{-2} \alpha_{i}^{-1}$. Then $M p_{i} \alpha_{i}^{-1}=1-\omega_{i}$.

Let

$$
\begin{aligned}
\delta & =\frac{1}{1-M\left(\sum_{i=1}^{N} \alpha_{i}^{-1} p_{i}^{2}\right) \beta^{-1}} \\
& =\frac{\sum_{i=1}^{N} p_{i}}{\sum_{i=1}^{N} \omega_{i} p_{i}} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
(A)_{i, i}^{-1} & =\alpha_{i}^{-1}(i=1, \ldots, N), \quad(A)_{j+N, j+N}^{-1}=\beta^{-1}(j=1, \ldots, M) ; \\
\left(A^{-1} U\right)_{i, 1} & =\left(1-\omega_{i}\right) / M(i=1, \ldots, N), \quad\left(A^{-1} U\right)_{j+N, 2}=\beta^{-1}(j=1, \ldots, M) ; \\
\left(C+U^{t} A^{-1} U\right)_{1,1}^{-1} & =-\delta M \beta^{-1}, \quad\left(C+U^{t} A^{-1} U\right)_{1,2}^{-1}=\delta \\
\left(C+U^{t} A^{-1} U\right)_{2,1}^{-1} & =\delta,\left(C+U^{t} A^{-1} U\right)_{2,2}^{-1}=-\delta\left(\sum_{i=1}^{N}\left(1-\omega_{i}\right) p_{i} / M\right) .
\end{aligned}
$$

Proof of Claim 1. First, we define some new variables:

$$
\bar{y}_{i .}=M^{-1} \sum_{j=1}^{M} y_{i j}^{\prime} p_{i}, \quad \bar{y}_{\cdot j}=N^{-1} \sum_{i=1}^{N} y_{i j}^{\prime} p_{i}, \quad \bar{y}_{. .}=(M N)^{-1} \sum_{i=1}^{N} \sum_{j=1}^{M} y_{i j}^{\prime} p_{i} .
$$

then $\gamma_{i}=M \bar{y}_{i .}(i=1, \ldots, N)$ and $\gamma_{j+N}=N \bar{y}_{\cdot j}(j=1, \ldots, M)$. So

$$
\begin{aligned}
\left(U^{t} A^{-1} \gamma\right)_{1} & =\sum_{i=1}^{N}\left(1-\omega_{i}\right) \bar{y}_{i .}=N \bar{y}_{. .}-\sum_{i=1}^{N} \omega_{i} \bar{y}_{i .} \\
\left(U^{t} A^{-1} \gamma\right)_{2} & =N \beta^{-1} \sum_{j=1}^{M} \bar{y}_{. j}=\beta^{-1} M N \bar{y}_{. .}
\end{aligned}
$$

which will give us

$$
\begin{aligned}
\mu^{t} \Omega \mu=\gamma^{t} \Omega^{-1} \gamma= & \gamma^{t} A^{-1} \gamma-\gamma^{t} A^{-1} U\left(C+U^{t} A^{-1} U\right)^{-1} U^{t} A^{-1} \gamma \\
= & M^{2} \sum_{i=1}^{N} \bar{y}_{i .}^{2} \alpha_{i}^{-1}+N^{2} \beta^{-1} \sum_{j=1}^{M} \bar{y}_{. j}^{2}+\delta M \beta^{-1}\left(N \bar{y}_{. .}-\sum_{i=1}^{N} \omega_{i} \bar{y}_{i .}\right)^{2} \\
& +M N^{2} \beta^{-2} \delta \bar{y}_{. .}^{2} \sum_{i=1}^{N}\left(1-\omega_{i}\right) p_{i}-2 \delta\left(N \bar{y}_{. .}-\sum_{i=1}^{N} \omega_{i} \bar{y}_{i .}\right) \beta^{-1} M N \bar{y}_{. .} \\
= & M^{2} \sum_{i=1}^{N} \bar{y}_{i .}^{2} \alpha_{i}^{-1}+N^{2} \beta^{-1} \sum_{j=1}^{M} \bar{y}_{. j}^{2}+\delta M \beta^{-1}\left(\sum_{i=1}^{N} \omega_{i} \bar{y}_{i .}\right)^{2}-M N^{2} \beta^{-1} \bar{y}_{. .}^{2} \\
= & M \sum_{i=1}^{N} p_{i}^{-1} \bar{y}_{i .}^{2}+N^{2} \beta^{-1} \sum_{j=1}^{M} \bar{y}_{. j}^{2}-M N^{2} \beta^{-1} \bar{y}_{. .}^{2} \\
& -\left\{M \sum_{i=1}^{N} \omega_{i} p_{i}^{-1} \bar{y}_{. .}^{2}-M\left(\sum_{i=1}^{N} \omega_{i} p_{i}\right)^{-1}\left(\sum_{i=1}^{N} \omega_{i} \bar{y}_{i .}\right)^{2}\right\}
\end{aligned}
$$

Applying the the Cauchy-Schwarz inequality gives

$$
\begin{align*}
& \left(\sum_{i=1}^{N} \omega_{i} p_{i}^{-1} \bar{y}_{. .}^{2}\right)\left(\sum_{i=1}^{N} \omega_{i} p_{i}\right) \geq\left(\sum_{i=1}^{N} \omega_{i} \bar{y}_{i .}\right)^{2}  \tag{C.2}\\
& \sum_{i=1}^{N} \sum_{j=1}^{M}\left(y_{i j}^{\prime}\right)^{2} p_{i}-M \sum_{i=1}^{N} p_{i}^{-1} \bar{y}_{i .}^{2}  \tag{C.3}\\
= & \sum_{j=1}^{M} \sum_{i=1}^{N} p_{i}^{-1}\left(y_{i j}^{\prime} p_{i}-\bar{y}_{i .}\right)^{2} \\
\geq & \sum_{j=1}^{M}\left(\sum_{i=1}^{M} p_{i}\right)^{-1}\left(\sum_{i=1}^{N} y_{i j}^{\prime} p_{i}-\bar{y}_{i \cdot}\right)^{2} \\
= & \beta^{-1} N^{2} \sum_{j=1}^{M}\left(\bar{y}_{. j}-\bar{y}_{. .}\right)^{2}=\beta^{-1} N^{2}\left(\sum_{j=1}^{M} \bar{y}_{. j}^{2}-M \bar{y}_{. .}^{2}\right)
\end{align*}
$$

Combing (C.2) and (C.3), we can get $\mu^{t} \Omega \mu \leq \sum_{i=1}^{N} \sum_{j=1}^{M}\left(y_{i j}^{\prime}\right)^{2} p_{i}$.

Proof of Claim 2. From the matrix determinant lemma,

$$
\begin{aligned}
\operatorname{det}(\Omega) & =\operatorname{det}\left(C^{-1}+U^{t} A^{-1} U\right) \operatorname{det}(A) \operatorname{det}(C) \\
& =\delta^{-1} \prod_{i=1}^{M} \alpha_{i} \beta^{M} \\
& =\left\{1-\sum_{i=1}^{N} p_{i}\left(1-\omega_{i}\right) \beta^{-1}\right\} \prod_{i=1}^{M} \alpha_{i} \beta^{M} \\
& =\left\{\sum_{i=1}^{N} p_{i} \omega_{i}\right\} \prod_{i=1}^{M} \alpha_{i} \beta^{M-1} \\
& \geq \beta^{M-1} \sum_{i=1}^{N} p_{i} \tau_{i}^{-2} \alpha_{i}^{-1} \prod_{l=1}^{N} \alpha_{l} \\
& \geq \beta^{M-1} \sum_{i=1}^{N} \sigma_{i}^{-2} \prod_{l=1}^{N} \tau_{l}^{-2} \\
& \geq \prod_{i=1}^{N} \tau_{i}^{-2} \prod_{i=1}^{N} \sigma_{i}^{-2} .
\end{aligned}
$$

C. 3 Frequentist method
C.3.1 MLEs and asymptotic variances

The MLEs of the random-effect regression model given by (3.3) and (3.4) can be obtained by setting the derivative of the log-likelihood equal to zero. Let $\widehat{B}_{1: N}$ and $\widehat{G}_{1: M}$ be the MLEs of $B$ and $G$.

Theorem C.2. The MLEs of the $B_{i}$ and the $G_{j}$ can be written as

$$
\begin{equation*}
\binom{\widehat{B}_{1: N}}{\widehat{G}_{1: M}}=\binom{B}{G}+\Omega^{-1}\binom{R_{B}}{R_{G}} ; \tag{C.4}
\end{equation*}
$$

where

$$
\begin{aligned}
\left(R_{B}\right)_{i} & =M^{-1} \sum_{j=1}^{M}\left(y_{i j}^{\prime}-B_{i}-G_{j}\right) \sigma_{i}^{-2}+M^{-1}\left(b_{i}-B_{i}\right) \tau_{i}^{-2} \\
\left(R_{G}\right)_{j} & =N^{-1} \sum_{i=1}^{N} \sigma_{i}^{-2}\left(y_{i j}^{\prime}-B_{i}-G_{j}\right)
\end{aligned}
$$

Assume that (i) the $\sigma_{i}^{2}$ and the $\tau_{i}^{2}$ are uniformly bounded from below and from above by finite positive constants and (ii) $N^{-1} \sum_{i=1}^{N} \sigma_{i}^{-2}$ converges to a finite positive constant as $N \rightarrow \infty$. Then as $M$ and $N$ goes to infinity, $\widehat{B}_{1: N}$ and $\widehat{G}_{1: M}$ converge to the corresponding true values almost surely and the asymptotic variances are $O\left(M^{-1}\right)$ and $O\left(N^{-1}\right)$ respectively.

Proof. The almost sure convergence of the MLEs follows from the strong law of large numbers. The rate of the asymptotic variances follows by letting $M, N \rightarrow \infty$ in the variance-covariance matrix of the MLEs, which is the inverse of the Fisher information matrix under this Gaussian model.

Here we give the closed-form solutions of the variances of the MLEs when $\psi$ is known.
Proposition C.1. When all detectors measure all objects, i.e. $J_{i}=\{1, \ldots, M\}, I_{j}=$ $\{1, \ldots, N\}$ and $\left\{\sigma_{i}^{2}, \tau_{i}^{2}\right\}$ are known constants; the variances of $\left\{\widehat{B}_{i}\right\}_{i=1}^{N},\left\{\widehat{G}_{j}\right\}_{j=1}^{M}$ are given by

$$
\begin{aligned}
& \operatorname{var}\left(\hat{B}_{j}\right)=\left(M \sigma_{i}^{-2}+\tau_{i}^{-2}\right)^{-1}\left\{1+\frac{\left(1-\omega_{i}\right) \sigma_{i}^{-2}}{\sum_{i=1}^{N} \omega_{i} \sigma_{i}^{-2}}\right\} \\
& \operatorname{var}\left(\hat{G}_{i}\right)=\left(\sum_{i=1}^{N} \sigma^{-2}\right)^{-1}\left\{1+\frac{\sum_{i=1}^{N}\left(1-\omega_{i}\right) \sigma_{i}^{-2}}{M \sum_{i=1}^{N} \omega_{i} \sigma^{-2}}\right\} .
\end{aligned}
$$

Moreover, we have

$$
\operatorname{Cov}\left(B_{i}, G_{j}\right)=-\frac{1-\omega_{i}}{M \sum_{i=1}^{N} \omega_{i} \sigma_{i}^{-2}}
$$

Under the additive model, $B_{i}$ and $G_{j}$ are negatively correlated for all $i, j$. The variances are just a direct result of (C.1).

## C.3.2 Goodness-of-fit

We now give a goodness-of-fit test statistics for the random-effect regression model. Since the errors $e_{i j}$ are independent normal distributions with mean 0 and variances $\sigma_{i}^{2}$, and $b_{i}$ also follows normal distributions with variance $\tau_{i}^{2}$, we define the following normalized residual sum of squares:

$$
\begin{equation*}
T(B, G):=\sum_{i=1}^{N} \frac{\left(b_{i}-B_{i}\right)^{2}}{\tau_{i}^{2}}+\sum_{i=1}^{N} \sum_{j=1}^{M} \frac{\left(y_{i j}^{\prime}-B_{i}-G_{j}\right)^{2}}{\sigma_{i}^{2}} . \tag{C.5}
\end{equation*}
$$

Theorem C.3. When the variances $\sigma_{i}^{2}, \tau_{i}^{2}$ are known and we plug in the MLEs of $B_{i}$ and the $G_{j}$ for the random-effect regression model in Equation (C.5), then statistic $T$ follows a Chi-squared distribution with degree of freedom $M N-M$, i.e.

$$
\begin{equation*}
T\left(\widehat{B}_{1: N}, \widehat{G}_{1: M}\right) \sim \chi_{N M-M}^{2} \tag{C.6}
\end{equation*}
$$

Proof. We can write our model as a weighted linear regression model, with $(N M+N)$ independent Gaussian noise: $\left\{e_{i j}, \varepsilon_{i}: i=1, \ldots, N, j=1, \ldots, M\right\}$. Plugging in the estimators of the $B_{i}$ and the $G_{j}$, which are linear in the observed values $\left\{y_{i j}, b_{i}\right\}$, costs $N+$ $M$ degrees of freedom. Therefore, the degrees of freedom left is $N M-M$.

With unknown variances we do not have a closed-form distribution of $T$ as defined in Equation (C.5). Instead, we use the following approximation: plug in the estimated variances and adjust the degrees of freedom as $(M N-M-N)$ to take the estimations the variances $\sigma_{i}^{2}$ into account. The resulting p -values of the fitted data in Sections 3.3.2.2 and 3.3.2.3 are not significant.

## C. 4 More simulations

## C.4.1 Simulations of correctly specified model

We consider two simulation studies that vary in terms of the relative number of instruments and sources. The parameters are specified the same as Simulation I except that in Simulation V, $N=M=10$ and in Simulation VI, $N=10$ and $M=100$. In Simulation VI, non-surprisingly, the estimates of the effective areas are more precise, whereas the estimates of the fluxes are less precise, as compared with Simulation V. Figure C. 1 contrasts the results of Simulation V and VI by comparing the posterior distributions of $B_{1}, B_{2}, B_{3}$, and $B_{4}$ in four columns for Simulation V (row 1) and Simulation VI (row 2). Similarly, the third and fourth rows compare the posterior distributions of $G_{1}, G_{2}, G_{3}$, and $G_{4}$ for Simulation V (row 3) and Simulation VI (row 4).

## C.4.2 Simulations of misspecified model

## C.4.2.1 Noisy known constants

In Simulation VII, we generates data under

$$
\begin{equation*}
y_{i j}=-\sigma_{i}^{2} / 2+B_{i}+G_{j}+\lambda_{i j}+e_{i j} \tag{C.7}
\end{equation*}
$$

with $e_{i j} \sim N\left(0, \sigma_{i}^{2}\right)$ and $\lambda_{i j} \sim N\left(0, \zeta^{2}\right)$. The model in Section 3.2 assumes that $\zeta=0$, or equivalently that each $\lambda_{i j}$ is zero. We use model (C.7) to mimic a realistic case where the multiplicative model is not perfectly satisfied. This is equivalent to (3.3) when each $\sigma_{i}^{2}$ is replaced by $\sigma_{i}^{2}+\zeta^{2}$, since $e_{i j}+\lambda_{i j} \sim N\left(0, \sigma_{i}^{2}+\zeta^{2}\right)$. This is confirmed numerically in Simulation VII, which has the same setup as Simulation V except that $\sigma_{i}=\zeta=0.1$. Figure C. 2 compares the posterior distributions of $\left\{B_{i}\right\}_{i=1}^{5}$ and $\left\{G_{j}\right\}_{j=1}^{5}$ for model fittings with known $\sigma_{i}^{2}=0.1^{2}$ and unknown $\sigma_{i}^{2}$.


Figure C.1: Simulations V (rows $1 \& 3$ ) and VI (rows $2 \& 4$ ). The gray histograms are the posterior distributions of the $B_{i}$ (rows $1 \& 2$ ), and the $G_{j}$ (rows $3 \& 4$ ), when the $\sigma_{i}^{2}$ are unknown. The black vertical lines are the true values. The solid density curves on top of the histograms denote the closed-form posterior densities when the $\sigma_{i}^{2}$ are known.

Based on Simulation VII, if the true model is the log-normal regression model but there exists uncertainties on the multiplicative constant, the estimated variances are inflated - to account for the extra variability brought in by the uncertainties on the multiplicative constant. As can be seen in Fig. C.2, the estimated $\sigma_{i}$ is approximately $\sqrt{\zeta^{2}+\sigma_{i}^{2}}=$ $\sqrt{0.01+0.01} \approx 0.14-$ which means the extra uncertainty comes out as an additive error which is not distinguishable from the measurement error. Again, if the practitioner plugsin known values for the $\sigma_{i}^{2}$ which miss other possible uncertainties (represented by the $\lambda_{i j}$ here), the results could be overly optimistic or even misleading in terms of the suggested adjustments of the effective areas.


Figure C.2: Simulation VII. The legend is the same as in Fig. C.1.

## C.4.2.2 Misspecification in both ways

Next, we combine the model misspecification discussed in Sections 3.3.1.2 and C.4.2.1. Specifically, the data generating model for Simulations VIII and IX was

$$
\begin{equation*}
c_{i j} \sim \operatorname{Poisson}\left(\lambda_{i j} A_{i} F_{j}\right) \tag{C.8}
\end{equation*}
$$

where the $\lambda_{i j}$ were randomly generated from the uniform distribution on $[0.8,1.2]$. This resembles the case where the true model is Poisson and the estimation of $T_{i j}$ is volatile. The other parameters are set to be the same as in Simulations IV and V. Figures C. 3 and C. 4 give the results of Simulation VIII with smaller counts ( $B_{i}=1$ and $G_{j}=3$ ) and IX with larger counts ( $B_{i}=5$ and $G_{j}=3$ ) under this scenario. It shows with large Poisson counts, controlling the uncertainty in the multiplicative constant can possibly lead to reasonably good results. Thus even with compounded model misspecification, the log-normal hierarchical model is able to provide reasonable, though not as precise, results, as compared with the correctly-specified case.


Figure C.3: Simulations VIII. The legend is the same as in Fig. C.1.


Figure C.4: Simulations IX. The legend is the same as in Fig. C.1.

## C. 5 Results for fractions of prior information

We display the proportion of prior information for the real data sets (Section 3.3) in Tables C. 1 and C.2.

Table C.1: Proportion of prior influence for E0102 data in Section 3.3.2.1.

| Instrument | O |  | Ne |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\tau=0.025$ | $\tau=0.05$ | $\tau=0.025$ | $\tau=0.05$ |
| RGS1 | 0.570 | 0.205 | 0.063 | 0.016 |
| MOS1 | 0.279 | 0.077 | 0.075 | 0.019 |
| MOS2 | 0.355 | 0.065 | 0.077 | 0.017 |
| pn | 0.250 | 0.041 | 0.620 | 0.218 |
| ACIS-S3 | 0.218 | 0.040 | 0.270 | 0.088 |
| ACIS-I3 | 0.906 | 0.640 | 0.099 | 0.026 |
| HETG | 0.648 | 0.341 | 0.129 | 0.034 |
| XIS0 | 0.180 | 0.051 | 0.069 | 0.018 |
| XIS1 | 0.298 | 0.078 | 0.071 | 0.019 |
| XIS2 | 0.463 | 0.140 | 0.063 | 0.016 |
| XIS3 | 0.772 | 0.364 | 0.062 | 0.018 |
| XRT-WT | 0.726 | 0.278 | 0.154 | 0.026 |
| XRT-PC | 0.934 | 0.235 | 0.906 | 0.017 |

Table C.2: Proportion of prior influence for data in Section 3.3.2.2 and 3.3.2.3.

| Data Name | $\tau_{i}=0.025$ |  |  | $\tau_{i}=0.05$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| hard band 2XMM | 0.093 | 0.075 | 0.082 | 0.025 | 0.020 | 0.022 |
| medium band 2XMM | 0.250 | 0.216 | 0.222 | 0.076 | 0.065 | 0.067 |
| soft band 2XMM | 0.093 | 0.075 | 0.069 | 0.025 | 0.020 | 0.018 |
| hard band | 0.010 | 0.019 | 0.031 | 0.003 | 0.005 | 0.008 |
| medium band | 0.023 | 0.016 | 0.028 | 0.006 | 0.004 | 0.007 |
| soft band | 0.021 | 0.011 | 0.007 | 0.005 | 0.003 | 0.002 |
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