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Organelle-associated innate immune responses to self-DNA in mammals 

Abstract 

Since early in evolution, mammalian cells have been equipped with pattern recognition 

receptors (PRRs) that detect the presence of pathogen-associated molecular pattern (PAMPs) or 

damage-associated molecular pattern (DAMPs) to elicit innate immune responses. Despite recent 

advances in the understanding of PRR signaling and its regulation, structurally homologous PRRs 

are often considered to operate similarly, and therefore the functional diversity of PRRs among 

mammals has not been explored. Also, in contrast to the increasing knowledge about the roles of 

mitochondria in innate immunity, the roles of peroxisomes, the other dynamic and metabolic 

organelles, remain elusive. 

 Our first study in this thesis addresses the evolutionary diversity of cyclic GMP-AMP 

synthase (cGAS) activity. cGAS is the enzyme PRR that detects DNA in the cytosol. As opposed 

to the assumption that cGAS is similarly regulated in mammals, we identify three distinct classes 

of regulation of cGAS self-DNA reactivity. Class 1 cGAS, which includes human, contains N-

terminal domain which restricts otherwise intrinsically self-DNA-reactive C-terminal catalytic 

domain. N-terminus of Class 2 cGAS (mouse) rather promotes self-DNA reactivity, and Class 3 

cGAS (including chimpanzee) is not reactive to self-DNA. The self-DNA reactivity of Class 1 cGAS 

is linked to mitochondrial localization, while other cGAS classes do not follow this rule. These 

findings provide new insights to the field that demand the careful consideration into species-

specific functions when studying cGAS and other PRRs. 

 The second study in this thesis examines the roles of peroxisomes in PRR signaling. We 

found that peroxisomal matrix proteins are generally required for PRR responses in macrophages, 

including TLRs, RLRs, and NLRP3 inflammasomes. We further discover that pristanic acid, a 
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branched-chain fatty acid that is the substrate for peroxisomal a-oxidation, reprograms 

macrophages from an inflammatory state to an antiviral state through self-DNA-mediated cGAS 

activation. This cGAS activation by pristanic acid results not only in the induction of type I 

interferon (IFN) responses but also the proliferation of peroxisomes. Pristanic acid promotes 

histone deacetylase (HDAC) activity, which is required for cytokine responses. These results 

altogether demonstrate the important roles of peroxisomes in innate immune responses. 

 Overall, our thesis work identifies organelle-associated cGAS responses to self-DNA from 

two perspectives: Class 1 cGAS catalytic domain reacts with self-DNA in mitochondria; and an 

intermediate product of peroxisomal metabolism induces self-DNA-mediated cGAS activation. 
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1.1. Innate immune responses and pattern recognition receptors 

Cells are equipped with protein-based machineries that link the detection of 

microorganisms to innate immune responses that fight against pathogen infections1. Central to 

the function of these host-defensive molecular machines are members of the pattern recognition 

receptor (PRR) superfamily. PRRs recognize conserved microbial molecules that are known as 

pathogen-associated molecular patterns (PAMPs), with the most common being nucleic acids 

and microbial cell-wall components1. Recent evidence suggests that PRRs also respond to 

damage-associated molecular patterns (DAMPs)2. Upon binding to ligands, these receptors 

activate adaptor molecules and downstream signaling cascades to induce the transcription of 

inflammatory cytokines and/or antiviral cytokine type I interferon (IFN)2. Comprehensive review of 

PRRs is the scope of other review articles3, and a few examples related to this thesis are 

described herein. 

1.1.1. Toll-like receptors (TLRs) 

TLR family is the first to be identified and therefore one of the best-characterized PRR 

families1. TLRs are found on either the plasma membrane or within endosomes, mostly of 

phagocytes such as macrophages and dendritic cells (DCs)1. TLRs are type I integral membrane 

glycoproteins consisting of extracellular leucine-rich repeat (LRR) motifs, which recognize PAMPs 

and DAMPs, and cytoplasmic Toll/interleukin-1 (IL-1) receptor (TIR) domains, which interact with 

downstream signaling proteins4. Upon ligand binding, TLR interacts with TIR domain-containing 

adaptor molecules such as MyD88 (myeloid differentiation primary response protein 88) and TRIF 

(TIR domain-containing adaptor protein inducing IFN-b) to activate downstream signaling 

pathways that induce cytokine transcription and other immune responses4.  

Among TLR superfamily is TLR4, the first identified as the mammalian homologue of 

Drosophila Toll5. TLR4 is responsible for the cell surface detection of lipopolysaccharide (LPS), 

the major cell wall component of Gram-negative bacteria6-8. TLR4 forms a complex with MD-2 in 

the extracellular space9, and recognizes LPS with the help of GPI-linked membrane protein 
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CD1410. TLR4 homodimerizes through TIR domain upon LPS binding, resulting in the 

conformational changes that initially recruit MyD88 via the sorting adaptor TIRAP (also known as 

Mal)11-14. MyD88 engagement promotes the assembly of higher order complexed called 

Myddosome, containing MyD88, IL-1R-associated kinase 4 (IRAK4), and IRAK2, and it activates 

the transcription factor nuclear factor kappa B (NF-kB) to induce the transcription of 

proinflammatory cytokine such as IL-1b15-17. In addition to MyD88 pathway activation, LPS binding 

triggers the internalization of TLR4 to the endosomes in a CD14-dependent manner, where it 

activates TRIF-dependent signaling18. Activation of TRIF pathway downstream of TLR4 is 

analogous to MyD88 pathway – the sorting adaptor TRIF-related adaptor molecule (TRAM, also 

known as TICAM) bridges TRIF and TLR4 on the endosomes19,20, which triggers the formation of 

higher order complexed called Triffosome17. TRIF complex in turn activates TANK-binding kinase 

1 (TBK1) and IkB kinase-e (IKKe), which promotes interferon regulatory factor 3 (IRF3)- and IRF7-

dependent transcription of type I IFN21,22. While TLR4 activates both MyD88- and TRIF-dependent 

pathways, other TLRs activate either one of them. For example, while TLR2/TLR1 or TLR2/TLR6 

heterodimers on the plasma membrane recognize bacterial PAMPs (such as peptidoglycans, 

lipoteichoic acids on Gram-positive bacteria, lipoproteins, and the yeast cell wall component 

zymosan) and induce MyD88-dependent gene expression23-28, TLR3 senses viral double-

stranded (ds) RNA within endosomes and triggers TRIF-dependent signal activation22,29-32. 

1.1.2. RIG-I-like receptors (RLRs) 

 Although some TLRs are responsible for extracellular RNA detection, the presence of 

RNA in the cytosol is recognized by other PRRs. Among intracellular RNA sensors are RLRs, 

which belong to a family of ubiquitously expressed DExD/H-box RNA helicases33. RLR family 

includes retinoic acid-inducible gene I (RIG-I), melanoma differentiation-associated protein 5 

(MDA5), and laboratory of genetics and physiology 2 (LGP2)33-35. While RIG-I and MDA5 consist 

of helicase domain, carboxy-terminal domain (CTD), and two amino-terminal caspase activation 

and recruiting domains (CARDs), LGP2 lacks CARDs and subsequent signal-inducing ability that 
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RIG-I and MDA5 harbor34,35. Although RIG-I and MDA5 recognize both microbe- and host-derived 

RNA33,36,37, they have different specificities for their ligands: while RIG-I senses short (30 - 300 

base pairs (bp)) 5’-triphosphate (ppp) or 5’-diphosphate (pp) dsRNA with a blunt end, MDA5 is 

the sensor of longer dsRNA (up to 2 kb) or higher-order RNA structures38-43. RNA binding to the 

helicase domain and CTD of RIG-I releases CARDs from an autoinhibited conformation44, leading 

to not only K63-linked polyubiquitination by E3 ligase Riplet/RNF13545 but also binding to 

unanchored K63-linked polyubiquitination46, which induces ATP hydrolysis-dependent 

tetramerization of RIG-I on RNA47,48. In contrast, RNA-unbound MDA5 has an open conformation, 

and RNA binding to helicase domain forms ATP-sensitive MDA5 polymers as helical filaments on 

RNA49,50. These RNA-induced RLR oligomers allow the binding of RLR CARD and CARD of 

adaptor protein mitochondrial antiviral signaling (MAVS, also known as IPS-1, VISA, and Cardif)51-

54, a transmembrane protein on mitochondria, mitochondrial-associated membrane (MAM) on 

endoplasmic reticulum (ER), and peroxisomes55,56. This CARD-CARD interaction induces prion-

like aggregation of MAVS, which recruits ubiquitin E3 ligase tumor necrosis factor (TNF) receptor-

associated factor (TRAF) family proteins that activates TBK1 and IKKe to induce IRF3- and NF-

kB-dependent gene transcription such as type IFN and proinflammatory cytokines57. 

1.1.3. Inflammasomes 

As described above, inflammatory cytokines such as IL-1b are produced by NF-kB 

downstream of PRRs such as TLRs and RLRs. However, IL-1b and IL-18, another IL-1 family 

member also known as IFN-g-inducing factor (IGIF), are primarily translated as inactive precursor 

proteins that require proteolytic processing by caspase-1, also known as IL-1b-converting enzyme 

(ICE), to be activated and released into the extracellular space58-61. Works in recent years have 

identified several PRRs that initiate the secondary signal that is responsible for IL-1b and IL-18 

maturation62-69. These PRRs include nucleotide-binding domain, leucine-rich repeat containing 

(or NOD-like receptor, NLR) proteins, absent in melanoma 2 (AIM2)-like receptors (ALRs), and 
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the protein pyrin62-69. NLRs, ALRs, and pyrin detect a wide variety of intracellular PAMPs and 

DAMPs, and upon recognition of ligands, these sensors form large multimeric structures called 

inflammasomes, leading to caspase-1 activation and subsequent IL-1b/IL-18 cleavage70-72. 

Inflammasomes are comprehensively reviewed elsewhere70-72, and we herein describe NLRP3 

and AIM2 inflammasomes, which are the best-studied inflammasomes and related to this thesis. 

NLR family pyrin domain-containing 3 (NLRP3, also known as NALP3, CIAS, PYPAF, and 

cryopyrin), responds to a wide range of PAMPs such as bacterial toxin and microbial nucleic acids, 

and DAMPs such as extracellular ATP, silica, uric acid crystals, and cholesterol crystals73-81. 

NLRP3 contains an amino (N) -terminal pyrin domain (PYD), a central domain present in NAIP, 

CIITA, HET-E, and TP1 (NACHT), and a carboxy (C) -terminal LRR82-84. During inflammation, 

priming stimuli such as TLR ligands upregulate NLRP3 and IL1B gene expression mostly in 

immune cells85, and the secondary stimuli above causes the disruption of cellular homeostasis 

such as potassium ion (K+) efflux, reactive oxygen species (ROS), and mitochondrial damage, 

which trigger NLRP3 oligomerization through NACHT domain86. NLRP3 oligomer recruits 

apoptosis-associated speck-like protein containing a CARD (ASC, also known as Pycard) through 

PYD-PYD interaction63 and induces ASC filament formation that further coalesces into an ASC 

aggregates or “speck” 87,88. This ASC then recruits premature form of cysteine protease caspase-

1 (procaspase-1) through CARD-CARD interaction, where procaspase-1 undergoes auto-

processing to release active form of caspase-163. Mature caspase-1 not only cleaves precursor 

IL-1b (proIL-1b) and proIL-18 into mature forms as described above58-61, but also cleaves the 

protein gasdermin D (GSDMD) to release its N-terminal death domain (GSDMDNterm) from the C-

terminal autoinhibitory domain89,90. Consequently, GSDMDNterm binds to phosphatidylinositol 

phosphates and phosphatidylserine in the inner leaflet of the plasma membrane, forming a pore-

forming oligomer which secretes mature IL-1b and IL-18 with or without pyroptosis, a lytic form of 

inflammatory programmed cell death91-95. 
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AIM2, a family member of ALRs also known as HIN-200, is a cytosolic sensor of dsDNA 

that assembles inflammasome upon ligand recognition as NLRP3 does65-68,70-72. AIM2 contains 

N-terminal PYD and C-terminal hematopoietic interferon-inducible nuclear protein (HIN) domain65-

68. Electrostatic binding of dsDNA to HIN domain of AIM2 releases PYD, which leads to 

polymerization of AIM2 into filaments through PYD and subsequently recruits ASC via PYD-PYD 

interaction96-99. ASC in AIM2 inflammasome recruits and activates caspase-1 to induce IL-1b 

maturation and pyroptosis in a similar manner to NLRP3 inflammasomes65-68. 

1.1.4. cGAS 

Besides AIM2 and other ALR members that induce inflammasome-mediated IL-1b release 

and cell death, several PRRs survey dsDNA in the intracellular space and trigger type I IFN 

responses100. Among IFN-inducing dsDNA sensors is the enzyme cyclic GMP-AMP synthase 

(cGAS), which recognizes B-form DNA independent of its sequence through contacts with the 

sugar-phosphate backbone101,102. Upon dsDNA binding, cGAS produces 2’3’-cyclic-GMP-AMP 

(2’3’-cGAMP, hereafter cGAMP), a second messenger molecule that binds to the protein 

stimulator of interferon genes (STING, also known as MITA, MPYS, and ERIS) to induce innate 

immune responses103-105. cGAS is an enzyme that contains latent nucleotidyltransferase (NTase) 

activity. In vitro studies have demonstrated that binding to dsDNA or RNA-DNA hybrids stimulates 

cGAS enzymatic activity, resulting in the synthesis of 2’3’-cyclic-GMP-AMP (2’3’-cGAMP, 

hereafter cGAMP) from ATP and GTP101 (Figure 1.1). Within cells, cGAMP serves as a second 

messenger that binds to the endoplasmic reticulum (ER)-resident protein STING103-105. STING 

also has the ability to detect bacteria-derived cyclic dinucleotides (e.g. cyclic di-AMP, cyclic di-

GMP, and 3’3’-cGAMP)106-109. Binding to cGAMP or bacterial cyclic dinucleotides triggers 

conformational changes in STING, followed by its trafficking from the ER to the ER-Golgi 

intermediate compartment (ERGIC) and the Golgi apparatus110-112. As in the case of many other 

ER proteins, STING trafficking is mediated by vesicles formed by the GTPase SAR1 and the 

COPII complex112. Upon reaching at the ERGIC and Golgi, STING is palmitoylated and 
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oligomerizes into a signaling platform that recruits downstream kinases and other molecular 

complexes to initiate cytokine transcription and other innate immune responses113,114. 

Because cGAS is the main focus of this thesis work, the next section will describe the 

various innate immune responses caused by cGAS-STING signaling, as well as the mechanisms 

in which this pathway is regulated. 

Figure 1.1. Overview of cGAS activation and cGAS-STING signaling 

cGAS binds to both pathogen-derived and host organelles-derived DNA in the cytosol and 

micronuclei, which then forms cGAS-DNA 2:2 complexes. These complexes undergo phase 

separation to further assemble into larger oligomers with liquid-like biophysical properties. These 

cGAS-DNA condensates allow efficient catalytic action of cGAS, which turns ATP and GTP into 

cGAMP. cGAMP binds to STING on the ER membrane, which in turn oligomerizes and traffics to 

the ERGIC/Golgi. Activated STING recruits TBK1 that phosphorylates STING at its C-terminal tail 

(CTT). IRF3 is recruited to the pLxIS motif among the phosphorylated residues at the CTT of  
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Figure 1.1. (Continued) 

STING, then gets phosphorylated by TBK1. Phosphorylated IRF3 dimers and translocates to the 

nucleus, where it induces the transcription of type I IFN and proinflammatory cytokines in 

collaboration with NF-kB, which is also activated by TBK1 and IKKe downstream of STING. 

1.2. Control of innate immunity by the cGAS-STING pathway 

1.2.1. Transcriptional and non-transcriptional host defensive responses induced by 

cGAS-STING 

Within the Golgi apparatus, palmitoylated STING oligomers interact with the kinase TANK-

binding kinase 1 (TBK1)113. This interaction between STING and TBK1 dimer is mediated by the 

PLPLRT/SD domain present in the cytoplasmic C-terminal tail (CTT) of STING, leading to TBK1 

auto-phosphorylation and activation115,116. Activated TBK1 phosphorylates STING at Serine 366 

(S366, S365 in mice) within a sequence also present in its C-terminus called a pLxIS motif (p, 

hydrophilic residue; x, any residue; S, phosphorylation site)116,117. This TBK1-mediated 

phosphorylation of STING is dependent on the oligomerization. Indeed, TBK1 cannot 

phosphorylate the STING dimer it is bound to due to the large space between the TBK1 active 

site and S366 of directly bound STING molecule116. The transcription factor interferon regulatory 

factor 3 (IRF3) is then recruited to the phosphorylated pLxIS motif, where is in turn phosphorylated 

by TBK1116,117. Activated IRF3 then dimerizes and translocates to the nucleus, where it induces 

the transcription of type I IFN genes in collaboration with NF-kB118. Type I IFN then elicits an 

antiviral state of cells in an autocrine or paracrine manner, through binding to its receptor IFN-a/b 

receptor (IFNAR)119. The IFNAR1-IFNAR2 complex activates the Janus Kinase (JAK)-signal 

transducer and activator of transcription (STAT) pathway, leading to the transcriptional induction 

of interferon-stimulated genes (ISGs) that target multiple stages in the viral life cycle119. 

As mentioned above, NF-kB is another transcription factor that is activated downstream 

of STING. Although the activation of NF-kB is dependent on TBK1 and its related kinase IKKe, it 

does not require IRF3 activation120. In addition to synergizing with IRF3 to induce type I IFN, NF-
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kB induces the transcription of inflammatory cytokines and chemokines. Mouse STING mutants 

that contain a defective pLxIS motif (STING-S365A), which lack the IRF3 binding site and do not 

activate IRF3, revealed that STING induces IRF3- and IFN-independent antiviral responses121-123. 

These IRF3-independent factors that are upregulated during these responses include CXCL1, 

CXCL2, 4-BBL1, and COX2, whose expression is dependent on NF-kB121. Moreover, STING-

mediated NF-kB activation in dendritic cells upregulates the surface expression of major 

histocompatibility complex II (MHC-II) and costimulatory molecules such as CD80 and CD86121. 

These events are considered hallmark activities needed to stimulate T cell-mediated inflammatory 

responses124. The IRF3-independent transcriptional responses are important for host defense, as 

the STING-S365A mice are resistant to herpes simplex virus 1 (HSV-1) infection121-123. STING-

S365A mutations are associated with polyarthritis in DNA clearance-defective DNase II-/- mice 

even in the absence of IRF3 activation125. 

In addition to the transcription of type I IFN and cytokine genes, cGAS-STING signaling 

has been implicated in other innate immune responses. Autophagy is one such non-

transcriptional consequences of STING activation112. Evolutionarily more ancient than the IFN 

genes, autophagy is a cellular process that was first described to maintain cell homeostasis under 

conditions of starvation126. Under these conditions, intracellular contents are encapsulated into 

membrane-bound structures called autophagosomes, which are delivered to lysosomes and 

degraded. The degraded materials can then be recycled for use by the cell as a means of self-

sustenance. Autophagy also operates as a host-defense mechanisms to encapsulate cytosol-

localized pathogens, leading to their eventual delivery to and destruction within lysosomes127. 

During infections with the DNA virus HSV-1 or Mycobacterium tuberculosis (Mtb), DNA from these 

pathogens can activate cGAS128-131. The resulting cGAMP production leads to STING-dependent 

autophagy of the pathogens and lysosomal degradation129,132. Mechanistically, the STING-

containing ERGIC serves as a source of the hallmark processes in autophagosome formation—

the lipidation of the protein LC3112. LC3 lipidation is dependent on autophagy protein 5 (ATG5) 

and WD repeat domain phosphoinositide-interacting protein 2 (WIPI2) but not on Unc51-like 
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autophagy activating kinase 1 (ULK1), ULK2, or Beclin 1, the components in the conventional 

autophagy112. A STING mutant lacking its C-terminal activation domain still triggers autophagy, 

suggesting that STING induces autophagy in a IRF3-independent manner112. STING-induced 

autophagy also functions as negative feedback of cGAS-STING pathway, as TBK1 activates 

p62/SQSTM1-dependent autophagy of STING for lysosomal degradation133. Because STING 

orthologs in Xenopus tropicalis and the sea anemone Nematostella vectensis induce autophagy 

without IRF3 activation or I IFN transcription112, autophagy induction is thought to be the primordial 

function of cGAS-STING signaling. 

Overall, cGAS-STING pathway induces IFN and other cytokine responses as well as 

cytokine-independent autophagy, all of which play significant roles in restricting pathogens.  

1.2.2. cGAS-STING activities that impact cell viability and mitosis 

In addition to the aforementioned activities that mediate host defensive type I IFN and 

autophagy responses, recent studies have revealed cGAS-STING activities that impact cells in 

unexpectedly diverse manners. For example, several instances of STING-mediated induction of 

programed cell death have been reported134-143 (Table 1.1). T cells that experience intense STING 

activation trigger type I IFN-independent apoptosis by inducing the transcription of BH3-only 

proteins and other proapoptotic genes through the activities of IRF3 and p53134. STING also 

induces transcription-independent T cell apoptosis by disrupting calcium homeostasis and 

therefore sensitizing cells to ER stress and the unfolded protein responses (UPR), as revealed 

by a study using an autoinflammatory disease-associated STING mutant135. A gain-of-function 

STING mutant N154S (N153S in mouse) develops lung inflammation, myeloid cell expansion, 

and T cell cytopenia in IRF3-lacking mice136, and the T cell death caused by this mutant was 

abrogated by ER stress inhibitors135. More recent data has indicated that STING signaling renders 

tumor cells sensitive to apoptosis induced by reactive oxygen species (ROS)137. This process may 

be mediated by the actions of ROS-metabolizing ISGs137, which impact the extent of cellular 

damage that can be inflicted by oxidation.  
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In addition to apoptosis, cGAS-STING signaling promotes other forms of cell death. 

STING activation induces type I IFN and TNFα secretion. These cytokines can act synergistically 

to stimulate the necroptosis-inducing kinases receptor interacting kinase 1 (RIPK1)- and RIPK3 

in neighboring cells138. STING-dependent necroptosis is not only induced by DNA viruses such 

as murine gammaherpesvirus 68 (MHV68), but also by mitochondrial DNA (mtDNA) that has been 

released into the cytosol138,139. Indeed, a mtDNA-STING-cell death pathway is required for the 

ischemia reperfusion (I/R) injury-induced intestinal barrier disruption in vivo140. 

Pyroptosis, the inflammatory cell death commonly caused by the actions of 

inflammasomes144, is also positively regulated by cGAS-STING activation. cGAS-STING 

signaling promotes inflammasome assembly and activation in several experimental contexts, 

resulting in pyroptosis through type I IFN-dependent and -independent mechanisms. Type I IFN 

upregulates the expression of ISGs such as guanylate-binding proteins (GBPs) and immunity-

related GTPases (IRGs)145. These factors can rupture cytosolic bacterial membranes to expose 

bacterial DNA to the protein AIM2. DNA-bound AIM2 then seeds the assembly of an 

inflammasome that stimulates pyroptosis146. Type I IFN also has been reported to induce the 

expression of the bacterial LPS receptor caspase-11, which can stimulate the NOD-, LRR- and 

pyrin domain-containing protein 3 (NLRP3) inflammasome by Gram-negative bacteria147. Indeed, 

cGAS and STING are required for cell death in murine macrophages that occurs during infections 

with Chlamydia trachomatis and Francisella novicida141,142. A study using BLaER1 human 

monocytes revealed that cytosolic DNA detection by cGAS causes the translocation of STING to 

lysosomes, where STING induces cell death via lysosomal rupture143. This lysosomal cell death 

(LCD) elicits pyroptosis by potassium (K+) efflux-induced NLRP3 activation. 

Altogether, activation of cGAS and STING leads to various forms of cell death in both 

pathogenic and sterile inflammation, but questions remain as to how cells determine which forms 

of cell death to induce in a certain context. 

DNA repair machineries, including homologous recombination (HR) and non-homologous 

end joining (NHEJ), are crucial for genomic stability and cell viability but also must be tightly 
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regulated, because excessive DNA repair can lead to undesired chromosomal rearrangement148. 

cGAS has been implicated in the regulation of DNA repair, either as a positive and negative 

regulator149-151. Negative regulation of HR is mediated by chromatin-bound cGAS in the nucleus150. 

DNA-bound cGAS oligomerizes and therefore compacts DNA into higher-order state, which is 

resistant to RAD51 recombinase-mediated strand invasion150. This STING-independent role of 

cGAS accelerates the generation of micronuclei and cell death under severe genomic injury 

caused by irradiation. On the contrary, recently reported positive regulation of DNA repair is 

mediated by cytosolic DNA-bound cGAS151. Upon exposure of cells to ionizing radiation, DNA 

damage-induced cytosolic DNA leakage stimulates cGAS-STING signaling, leading to TBK1-

mediated phosphorylation of phosphoribosyl pyrophosphate synthetases 1 and 2 (PRPS1/2)151. 

Phosphorylated PRPS1 and 2, in turn, promote DNA synthesis and repair. These opposing roles 

of cGAS in DNA repair indicate that cGAS functions in a context-dependent fashion, including cell 

types and the magnitude of DNA damages, which warrants future investigations. 

Cellular senescence defines the irreversible cell cycle arrest caused by various cellular 

and environmental stresses, including inflammation and aging152. In the case of DNA damage, 

the cGAS-STING pathway induces a senescence-associated secretory phenotype (SASP), the 

hallmark phenotype of senescence in which cells secrete a variety of proteins including cytokines, 

chemokines, growth factors, and proteases153-155. SASP is not only the hallmark of senescence, 

but is also an amplifier of this process. The requirement for cGAS-STING in cellular senescence 

has been revealed by both in vitro and in vivo studies using ionizing radiation and other DNA-

damaging agents153-155. In response to these agents, wild type cells arrest their growth rates, 

whereas cGAS-deficient cells continue to proliferate and do not exhibit SASP. The anti-

proliferative roles of cGAS-STING may serve as anti-cancer mechanisms, as cGAS expression 

levels positively correlate with the survival of human lung adenocarcinoma patients153. 
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In summary, cGAS-STING signaling induces not only cytokine responses but also other 

consequences affecting cellular homeostasis. Below, we will address the types of DNA ligands 

that activate cGAS and STING. 

Table 1.1. cGAS-STING-dependent cell death 

Summary of cGAS-STING-dependent cell death described in the main text. HNSCC: Head and 

neck squamous cell carcinomas, BMDM: bone marrow-derived macrophage, BLaER: tamoxifen-

inducible derivative of the RCH-ACV B-cell leukemia cell line 

1.2.3. Sources of substrate DNA that activate cGAS-STING signaling 

1.2.3.1. Microbial DNA that activates cGAS 

As expected from the role of cGAS in the innate immune responses, microbial DNA serves 

as an IFN-inducing cGAS ligand (Figure 1.1). Several DNA viruses carrying dsDNA activate 

cGAS-STING signaling in in vitro and in vivo studies. These DNA viruses include adenovirus156, 

vaccinia virus (VACV)128, African swine fever viruses (ASFV)157, and herpesviruses such as 

cytomegalovirus (CMV)158,159, MHV68128, and HSV-1160. cGAS-STING pathway has also been 

implicated in the cellular responses to some RNA viruses. RNA retroviruses such as human 

immunodeficiency virus 1 (HIV-1), murine leukemia virus (MLV), Simian immunodeficiency virus 

(SIV), and human T lymphotropic virus type 1 (HTLV-1), activate cGAS by providing cytosolic 

DNA as reverse transcription intermediates (RTIs)161. In addition to those retroviruses, cGAS-

STING signaling is involved in the responses to RNA viruses such as West Nile virus (WNV) and 

Cell Death Cell Types Stimulation / Model Refs.

Apoptosis
T cells

Small molecule STING agonist 134

STING gain-of-function mutant (N154S in human, N153AS in mice) 135, 136

HNSCC cells DNA-damaging agent, radiation 137

Necroptosis

L929 fibroblasts Sendai virus (SeV), murine gammaherpesvirus-68 (MHV68) 138

HT29 colon cancer cells SMAC mimetic (LBW-242) + pan-caspase inhibitor (z-VAD-fmk) 139

Mice (in vivo) Ischemia reperfusion (I/R) injury 140

Pyroptosis
BMDMs Chlamydia trachomatis, Francisella novicida 141, 142

BLaER human monocytes Horse testis (HT)-DNA lipofection 143
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dengue virus, although cGAS is thought to sense the mtDNA leaked during viral infection, not the 

viral nucleic acids128,162. 

DNA from bacteria also activate cGAS-STING signaling. Microbial DNA released from 

extracellular bacteria such as Pseudomonas aeruginosa, Klebsiella pneumoniae, and 

Staphylococcus aureus, and intracellular bacteria such as Listeria monocytogenes, Francisella 

spp., Neisseria gonorrhoeae, Mtb, and Rickettsia parkeri bind to cGAS to elicit type I IFN 

responses131,146,163-166. While these DNA-induced IFN responses are beneficial to some facultative 

bacteria such as Listeria and Francisella, as shown in vivo165,167, obligate bacteria such as 

Rickettsia are sensitive to IFN-mediated killing, and cytosolic DNA released from lysed Rickettsia 

subpopulation induces inflammasome-mediated host cell death that masks cGAS-STING-

dependent IFN production to protect the remaining population146. Some bacteria utilize secretion 

systems and toxins to destabilize phagosomal membranes and release their contents, including 

DNA, into the cytosol. For example, Mtb uses its ESX-1 secretion system, a subtype of Type VII 

Secretion System (T7SS), to deliver virulence factors into macrophages131. These secretion 

systems are important for cGAS activation, as their mutations lead to weak type I IFN responses 

during infection131. 

In addition to DNA, some bacteria produce cyclic dinucleotides (CDNs) that directly 

activate STING without stimulating cGAS. c-di-GMP is synthesized from two GTP monomers by 

the act of bacterial diguanylate cyclase, and regulates bacterial metabolism, virulence, and biofilm 

formation168. STING recognizes c-di-GMP to restrict bacterial growth by inducing type I IFN and 

other cytokine responses109. Similarly, c-di-AMP produced by bacteria such as Chlamydia 

trachomatis stimulates STING169. However, during an infection, most of these bacteria also 

release DNA that is sensed by cGAS. The relative contribution of bacterial DNA and CDN to host 

inflammatory responses is largely undefined. 

Lastly, cGAS has been implicated in the defense against parasites and fungi. For example, 

cGAS responds to the genomic DNA of Plasmodium falciparum, and cGAS-deficient mice permit 

higher parasite burden after infection than wild type mice170. The cGAS-STING pathway also 
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contributes to the type I IFN responses in Aspergillus fumigatus induced keratitis, although 

whether cGAS directly binds to fungal DNA is unclear171. 

1.2.3.2. Self-DNA as an IFN-inducing cGAS substrate 

In addition to DNA from microbes, self-DNA can access the cytoplasm and activate cGAS 

(Figure 1.1). During mitosis within cells with genomic instability, which is a hallmark of many 

cancers172, DNA may segregate from the main chromosome to form perinuclear compartments 

called micronuclei. Nuclear envelope (NE) rupture after mitosis makes the DNA in micronuclei 

accessible to the cGAS immunosurveillance, therefore leading to the production of type I IFN 

responses173-175. This DNA damage-induced exposure of nuclear DNA to cGAS in the cytosol also 

occurs during senescence, anti-mitotic chemotherapy, and dysregulation of epigenetic 

modification such as DNA hypomethylation that leads to skin inflammation153,154. Recently, 

however, Flynn et al. have proposed that chromatin bridges rather than micronuclei are the 

platforms of cGAS activation during mitotic errors, as IFN-inducing abilities of the antimitotic drugs 

correlated with the generation of cGAS-coated chromatin bridges, not micronuclei176. These 

findings suggest that not all DNA damages activate cGAS in a same manner, and the source of 

cGAS ligand depends on the context of DNA damages. Cytosolic DNA, when not optimally 

metabolized, stimulates the cGAS-STING pathway. Loss-of-function mutations in the genes 

encoding nucleases that degrade cytosolic DNA, such as three prime repair exonuclease 1 

(TREX1), lead to cGAS-STING-dependent production of ISGs, which can lead to a disease called 

Aicardi–Goutières syndrome (AGS)177. 

As mentioned in the section above, mtDNA is also a cGAS ligand. The perturbation of 

mitochondrial function either by infectious or non-infectious stimuli leads to mitochondrial 

damages that release mtDNA into the cytosol. RNA viruses such as measles virus (MeV), which 

do not possess cGAS ligands, induce mtDNA-dependent cGAS activation in addition to activating 

RNA sensing pathways178. During intrinsic apoptosis, Bax/Bak-mediated mitochondrial outer 

membrane permeabilization (MOMP) triggers the cytosolic release of mtDNA that activates cGAS 
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and STING, which is inhibited by apoptotic caspases (caspase-9 and caspase-3/7) that are 

downstream of MOMP179,180. The mechanism by which these caspases inhibit cGAS-STING 

activation is likely via the cleavage of cGAS, as described later181. Recent studies have found that 

inflammatory cytokines such as TNFα and IL-1β treatment leads to mtDNA release into cytosol, 

which triggers cGAS-dependent type I IFN responses182,183. Also, even in the absence of 

exogenous stimuli, heterozygous knockout of the mtDNA-binding protein transcription factor A, 

mitochondrial (TFAM) in murine cells leads to the cytosolic release of mtDNA, resulting in the 

production of ISGs that render cells protective against HSV-1 infection184. 

Extracellular self-DNA can also stimulate cGAS. Macrophages and other myeloid cells 

internalize self-DNA from the extracellular space through phagocytosis. In principle, 

phagocytosed cargo should be degraded in lysosomes, with luminal DNA being hydrolyzed down 

to single nucleotides by DNases present in the intra-lysosomal environment. Early studies, prior 

to the discovery of cGAS or STING, revealed that mice and cells deficient in the lysosomal 

enzyme DNase II are prone to express high levels of IFNs and other ISGs185. Subsequent work 

revealed that STING pathway activation was responsible for these responses186. These results 

suggested that in the absence of efficient lysosomal nuclease activity, DNA can somehow leak 

into the cytosol and activate cGAS-STING dependent responses. 

 Additional instances of extracellular DNA activating cGAS-STING have been reported. 

For example, non-apoptotic cell death caused by tissue injury and tumor irradiation can release 

DNA into the extracellular space, as can the production of DNA-containing neutrophil extracellular 

traps (NETs). NETs are released by neutrophils during a cell death process called NETosis, and 

consist of chromatin and antimicrobial molecules187. The abundance of extracellular DNA at the 

sites of inflammation or tissue injury may result in a phenocopy of DNase II deficiency. In this 

regard, phagocytes that internalize NETs or chromosomal fragments released at sites of 

irradiation may contain such high amounts of lysosomal DNA that DNase II is overwhelmed, 

resulting in DNA leakage in the cytosol and the stimulation of cGAS188.  Consistent with this idea, 

myeloid cells are the primary source of cGAS-mediated IFN responses at sites of tissue injury188. 
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Overall, there are several sources of DNA that can activate the cGAS-STING pathway. This 

promiscuity of DNA detection raises the question of how this inflammatory network is regulated 

to ensure efficient distinction between self and non-self-DNA. In the next sections, we discuss our 

current knowledge of how DNA-induced cGAMP synthesis by cGAS is regulated.  

1.2.4. The biophysical mechanisms of cGAS activation and cGAMP synthesis 

cGAS is a 522 amino-acid protein that consists of a basic unstructured N-terminal domain, 

and a conserved C-terminal Mab21 domain with NTase activity. While cGAS monomers cannot 

synthesize cGAMP, cGAS dimers formed upon interactions with the sugar phosphate backbone 

of dsDNA display enzymatic activity. Binding of a parallel-aligned pair of dsDNA to the two DNA-

binding sites (A-site and B-site) on each of two cGAS molecules stabilizes 2:2 cGAS-DNA 

complex, accompanied with the cGAS conformational changes that generate ATP and GTP 

pockets near the catalytic residues189,190. The cGAS dimerization and conformational changes 

occur independently on the sequence of dsDNA, but neither single stranded DNA (ssDNA) nor 

RNA induces cGAS conformational changes and subsequent cGAMP synthesis although they 

can bind to cGAS102,191. The cGAS dimers further align adjacently to form a ladder-like structure192. 

In addition, a newly discovered DNA binding site in human cGAS (C-site) allows multivalent 

interaction between cGAS and DNA to form the mesh-like structure193. The formation of these 

higher order cGAS-DNA complexes requires the certain length of DNA (> 45 bp), and the shorter 

DNA does not lead to human cGAS oligomerization and efficient cGAMP production194. Mouse 

cGAS, in contrast, can oligomerize upon binding to short DNA and produce cGAMP, as the amino 

acids in the DNA binding sites allow more stable interaction with DNA194. Indeed, when the 

residues at this position are substituted for those in mouse cGAS, human cGAS gains the ability 

to synthesize cGAMP in response to short DNA194. 

cGAS-DNA complexes further assemble into micrometer-sized condensed liquid droplets 

through the process called phase separation195. These higher-order complexes have liquid-like 

properties—the droplet formation is reversible, and the droplets can fuse to form larger spherical 
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units. These membrane-less granules consisting of cGAS and DNA provide a platform for cGAMP 

production, where cGAS encounters its substrates more efficiently. This liquid droplet formation 

is dependent on the concentration of cGAS and DNA195, suggesting that cGAS is activated only 

when cytosolic DNA levels reach a certain threshold, such as in the case of infection or cellular 

stresses with DNA damage. Moreover, under physiological salt concentrations, the formation of 

cGAS liquid droplets is dependent on intracellular ion concentration, mostly zinc195. Indeed, 

addition of zinc (Zn2+) to cultured cells activates cGAS to induce type I IFN responses in the 

presence of dsDNA treatment196. Zn2+ is not the only ion that contributes to cGAS activation. 

Divalent cations such as magnesium (Mg2+) and manganese (Mn2+) are required cofactors of 

cGAS that catalyze the conversion of ATP and GTP into cGAMP108. Mn2+ directly activates cGAS 

even in the absence of dsDNA by inducing the noncanonical conformational changes of cGAS to 

mimic DNA-activated cGAS, which has a unique η1 helix in the catalytic pocket allowing substrate 

entry and cGAMP synthesis196. 

1.2.5. Regulation of DNA sensing and cGAS activation within cells 

Despite the increasing knowledge about the mechanism of cGAS activation in vitro, the 

intracellular behavior of cGAS is more complicated and remains an active area of investigation. 

Here, we will focus on the subcellular distribution and posttranslational modification of cGAS as 

the major factors that regulate DNA sensing and activation of cGAS within cells (Figure 1.2). 
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Figure 1.2. Regulation of cGAS activity in cells 

cGAS activation is positively and negatively regulated by various mechanisms in cells. cGAS is 

localized in not only in cytosol but also in the nucleus and on the plasma membrane, which 

restricts the access to the cytosolic DNA. cGAS reactivity to chromosomal DNA is restricted in the 

nucleus. cGAS tethering to the acidic patch of nucleosomes and BAF binding to DNA prevents 

cGAS from binding DNA. Besides these mechanisms restricting cGAS accessibility to DNA, cGAS 

is hyperphosphorylated at its N-terminal region and catalytic activity is attenuated.  

Post-translational modification such as K27-linked polyubiquitination, monoubiquitination, 

Neddylation, and SUMOylation positively regulate cGAS activity, whereas K48-linked 

polyubiquitination, acetylation, and Caspase-mediated cleavage of cGAS negatively regulate 

activity. Moreover, cofactor proteins including PQBP1, G3BP1, and ZCCHC3 promotes DNA 

binding, oligomerization, and phase separation of cGAS.  
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Figure 1.2 (Continued) 

Phase separation-induced condensates restricts TREX1-mediated degradation of DNA and 

therefore accelerate cGAMP synthesis. 

1.2.5.1. Subcellular localization of cGAS 

cGAS was originally thought to reside in the cytosol to avoid nuclear self-DNA detection101. 

Despite this general idea, soon after cGAS was identified, Knipe and colleagues reported that 

cGAS can be detected in the nucleus of human fibroblasts and keratinocytes197. Other studies 

have reported cGAS localization in micronuclei, chromatin bridges, and the nucleus. cGAS 

activation in micronuclei and chromatin bridges are discussed in the section above. Yang et al. 

revealed that cGAS translocates from the cytosol to the nucleus during mitosis and relocates to 

the cytosol to react with DNA fragments in the presence of DNA damage153. Liu et al. found that 

cGAS translocates from cytosol to the nucleus upon DNA damage to suppress DNA repair149. 

More recently, Sun et al. identified a nuclear export signal (NES) within cGAS 169-174 a.a. 

(LEKLKL), which is responsible for chromosome maintenance region 1 (CRM1)-dependent cGAS 

translocation from the nucleus to the cytosol upon DNA stimulation198. Other groups reported that 

cGAS does not translocate to the nucleus in response to a stimulus, but is rather a nuclear 

resident protein199. Finally, work from our lab examining a tagged allele of cGAS revealed different 

localization patterns of this protein in different cells200. For example, cGAS was localized to the 

plasma membrane in macrophages, but was distributed in the cytosol and/or the nucleus in non-

phagocytic cells200. It is unclear why different groups have found cGAS to be localized to distinct 

regions of the cell, and much more work needs to be done to understand the behavior of cGAS 

within cells. 

The collective data described above could be used to suggest that cGAS is a nuclear 

protein under several experimental (and perhaps physiological) conditions. However, this 

conclusion would have significant functional implications for immunosurveillance, as nuclear 

cGAS is well-recognized to be an inactive protein. Elegant work from Gentili et al. has shown that 
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the nucleus-localized pool of cGAS is ~200-fold less responsive to DNA than extra-nuclear 

cGAS201. Within the nucleus, the protein barrier-to-autointegration factor 1 (BAF) operates as the 

negative regulator of cGAS sensing of chromatin DNA upon nuclear rupture202. BAF outcompetes 

cGAS for DNA binding, thereby inhibiting the formation of cGAS-DNA oligomers in the nucleus. 

Moreover, while cGAS is able to bind to histone-containing DNA and uncoated DNA, only the 

latter is able to stimulate cGAMP production efficiently201,203,204. Cryo-electron microscopy 

revealed the mechanism underlying chromatin-mediated inhibition of cGAS activity, as an acidic 

patch of the histone H2A-H2B contacts cGAS and inhibits cGAS oligomerization upon DNA 

binding205-209. Thus, an increasing body of evidence supports the idea that the exclusive 

localization of cGAS to the nucleus would result in the inactivation of its ability to drive type I IFN 

responses to infection.  As such, it is likely that an extra-nuclear pool of cGAS exists and may be 

responsible for pathogen detection. 

cGAS has been reported to be present on the plasma membrane of macrophages, through 

interactions between the basic N-terminal domain of cGAS and phosphatidylinositol-4,5-

bisphosphate (PtdIns(4,5)P2; also known as PIP2)200. The deletion of the cGAS N-terminal domain 

released cGAS to the cytosol, resulting in the detection of self-DNA and aberrant type I IFN 

induction. This data suggests that the N-terminal domain of cGAS is required to prevent self-DNA 

recognition, perhaps by tethering this protein to the cell surface. The finding that N-terminus of 

cGAS is required to prevent self-DNA reactivity was recently validated by Li et al., who further 

demonstrated that the self-DNA detected by cGAS is likely to be mtDNA210. Indeed, N-terminal 

deletion mutants of cGAS were found to be localized to the microchondria210. This data is 

interesting to consider in the context of the in vitro behaviors of cGAS, which suggested that DNA-

induced liquid droplet formation is potentiated by the cGAS N-terminal domain. As droplet 

formation in vitro is associated with enhanced cGAMP production, one would have expected that 

deletion of a driver of droplet formation (the N-terminal domain) would impair IFN responses within 

cells. Yet the opposite results were obtained independently200,210. More work is needed to 
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understand the relative importance of the cGAS N-terminal domain in liquid droplet formation and 

self-DNA detection. 

A recent study by Zhou et al. revealed that cGAS-DNA phase separation is not required 

for the intrinsic ability of cGAS to produce cGAMP in vitro211. Rather, phase separation may be 

important to restrict DNA degradation by exonuclease TREX1. Cell-free studies demonstrated 

that TREX1 is restricted to the outer shell of a cGAS-DNA containing liquid droplet. It is likely that 

the phase separation resists other negative regulators than TREX1, as the droplet-deficient cGAS 

mutant signals weaker than wild type cGAS even in the absence of TREX1211. In addition to 

cytosolic DNA, TREX1 can degrade micronuclear DNA to prevent cGAS activation212. The access 

to the ruptured micronuclei is achieved by ER localization of TREX1 and does not depend on 

DNA-binding function of TREX1. It is unclear whether cGAS-DNA phase separation occurs in 

micronuclei to resist TREX1-mediated DNA degradation.  

Altogether, DNA sensing by cGAS is regulated not only by the physical separation of 

receptor and ligand within cells, but also by several safeguard mechanisms offered by DNA- or 

cGAS-binding proteins in the nucleus and the cytosol. These may be the main factors that 

underline the difference of cGAMP synthetic activity of cGAS in vitro and in cells. However, there 

is still a lack of consensus about cGAS localization, possibly due to the difference in the 

experimental settings such as cell types and imaging protocols used in each study. Future 

investigation that compares these factors will shed more light on the cell biology of cGAS. 

1.2.5.2. Post-translational modifications of cGAS 

In addition to regulation by subcellular localization, interaction with other molecules 

regulate cGAS through post-translational modifications (PTMs). Phosphorylation of cGAS has 

been reported to inhibit cGAS activity. Akt phosphorylates cGAS at S305 in human cGAS (S291 

in mouse cGAS) within the C-terminal catalytic domain, thereby negatively regulating cGAMP 

synthesis in response to exogenous dsDNA213. Cyclin-dependent kinase 1 (CDK1)-cyclin B 

complex phosphorylates the same serine residues of cGAS upon mitotic entry to suppress 
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cGAMP synthesis upon self-DNA recognition in the nucleus214. These residues are 

dephosphorylated by type 1 phosphatase (PP1) upon mitotic exit to allow cGAS reactivity to 

exogenous DNA in the cytosol. Furthermore, multiple serine residues within the N terminus of 

cGAS are phosphorylated by Aurora kinase B (AurB) and other kinases during mitosis210. This 

hyperphosphorylation, along with chromatin tethering, blocks cGAS activation by self-DNA in the 

nucleus during cell cycle transition210. In addition to serine phosphorylation, cGAS is 

phosphorylated at tyrosine residues. B-lymphocyte kinase (BLK) phosphorylates cGAS at Y215, 

thereby preventing cGAS nuclear translocation upon DNA damage149. 

Ubiquitination and other ubiquitin-like protein conjugation events affect cGAS-STING 

signaling. K27-linked polyubiquitination of cGAS by ER-resident E3 ligase RNF185 positively 

regulates cGAS-mediated responses to HSV-1 infection215. Additionally, E3 ligase TRIM56-

induced monoubiquitination of cGAS at K335 is necessary for cGAS oligomerization upon DNA 

binding216. Moreover, cGAS is subject to K48-linked polyubiquitination at K271 and K414, which 

targets cGAS for proteasomal degradation. As a positive feedback loop of cGAS-STING signaling, 

this K48-linked ubiquitination is inhibited by tripartite motif (TRIM) E3 ligases. TRIM38 conjugates 

small ubiquitin-like modifier (SUMO) to cGAS that inhibits DNA binding and K48-linked 

polyubiquitination of cGAS217, while TRIM14 recruits deubiquitinating enzyme (DUB) USP14 to 

cleave K48-linked ubiquitin chains on cGAS218. 

Neddylation is the covalent conjugation of neural precursor cell expressed, developmentally 

downregulated 8 (NEDD8), another ubiquitin-like protein. cGAS is neddylated on K231 and K421 

by roles of E2 enzyme Ube2m and E3 ligase Rnf111, inhibition of which abolishes type I IFN 

induction during HSV-1 infection219. 

Acetylation of cGAS has been reported to modulate cGAS-STING signaling. cGAS K384, 

K394, and K414 are acetylated in the steady state, and DNA binding of cGAS stabilizes the 

interaction with histone deacetylase 3 (HDAC3), which deacetylates cGAS to activate signaling220. 

Aspirin, a non-steroidal anti-inflammatory drug (NSAID), inhibits cGAS activation by directly 

binding and acetylation on these residues. Treatment of aspirin suppresses inflammation in AGS 
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patient cells and in an AGS mouse model, suggesting cGAS acetylation prevents self-DNA-

induced cGAS-STING signal activation. In different experimental contexts, it was found that the 

cGAS acetylation in the N-terminal domain at K47, K56, K62, and K83 by the lysine 

acetyltransferase 5 (KAT5) potentiates cGAS-STING signaling during DNA virus infections221. 

The cleavage of cGAS also modulates is inflammatory activities in cells. The canonical 

and non-canonical inflammasome activation leads to caspase-1- and caspase-11-mediated 

cGAS cleavage, respectively, to dampen cGAS-STING signaling222. Similarly, activated caspase-

3 cleaves cGAS during apoptosis to suppress DNA-induced cytokine responses, keeping 

apoptotic cells immunologically silent181. 

Besides post-translational modification, several proteins enhance cGAS-DNA complex 

formation by physically interacting either the enzyme or the substrate. GTPase-activating protein 

SH3-binding protein 1 (G3BP1) was identified as a protein that interacts with cGAS in the cytosol 

to promote DNA binding and subsequent activation223. Recently, the interaction with G3BP1 has 

been found to promote primary condensation of cGAS even in the resting cells, which primes 

cGAS for its rapid response to DNA224. Although G3BP1 is required for stress granule (SG) 

assembly and therefore plays an important role in RNA-sensing innate immune signaling, cGAS 

activation by G3BP1 is independent of SG assembly223. 

In addition, polyglutamine binding protein 1 (PQBP1) and CCHC-type zinc-finger (ZF) protein 

ZCCHC3 are co-sensors of cGAS, which bind to both DNA and cGAS to promote cGAS 

recognition of DNA225,226. While PQBP1 is specific receptor for the reverse-transcribed retroviral 

DNA such as HIV-1, ZCCHC3 binds DNA from HSV-1 and synthetic dsDNA in the cytosol. 

Because the affinity of cGAS alone for DNA is low and the recognition is promiscuous189,194, these 

co-receptors are essential for optimal cGAS-DNA complex formation. Absence of these co-

receptors in the nucleus may explain the low reactivity of cGAS to the self-DNA in the nucleus in 

addition to the presence of BAF as mentioned above, which needs further examination. Moreover, 

PQBP1 interacts with extrinsic tau, transmissible neurodegenerative disease protein, and then 

triggers cGAS-STING-dependent NF-kB activation227. As this finding bridges cGAS-STING 
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signaling to tau-related neurodegenerative disorders, identification of cGAS-STING signaling 

regulators that are known to play important roles in a disease pathogenesis will indicate the 

unexpected involvement of cGAS and STING in that disease.  

Altogether, cGAS-STING signaling is regulated by various mechanisms in cells including 

subcellular localization and post-translational modifications. In the next section, we will discuss 

how cGAS-STING pathway is targeted by pathogens. 

1.2.6. Viral targeting of cGAS as an immune evasion strategy 

Viruses and bacteria utilize several strategies to inhibit cGAS-STING. Here we focus on 

virus-mediated modifications of cGAS. Some DNA and RNA viruses target cGAS for degradation. 

The NS2B protease complex of dengue virus (DENV) cleaves cGAS to block its activation by 

mtDNA released from stressed mitochondria during infection228. Other viruses take indirect 

strategies to degrade cGAS. NS1 protein of Zika virus (ZIKV) stabilizes caspase-1, which cleaves 

cGAS as described above229. F17 protein in poxviruses binds to Raptor and Rictor, regulators of 

mammalian target of rapamycin complexes mTORC1 and mTORC2, to hyperactivate mTOR 

leading to the proteasomal degradation of cGAS230.  

Other viral proteins physically perturb DNA sensing and activation of cGAS. VP22 and 

UL37 from HSV-1231,232, UL31, UL42, and UL83 from human cytomegalovirus (HCMV)233-235, and 

ORF52 and LANA from Kaposi’s sarcoma-associated herpesvirus (KSHV)236,237, ORF9 from 

Varicella-Zoster virus (VZV) are known examples of cGAS-inhibiting viral proteins238. Among 

these viral proteins, VP22, ORF52, and other structurally similar tegument proteins have been 

found to compete DNA binding and phase separation with cGAS, thereby inhibiting cGAS-DNA 

phase separation239. In contrast, the HSV-1 UL37 tegument protein inhibits cGAS through PTM. 

UL37 deamidates N210 within the activation loop of human cGAS, which blocks cGAMP synthesis 

by impinging on the catalytic site232. This deamidation residue of cGAS is conserved in mice but 

not in many other non-human primates, which accounts for the species-specific permissiveness 

of HSV-1. 
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1.2.7. cGAS-STING pathway: Conclusion 

cGAS function has been implicated as a driver of inflammation in a variety of cellular 

processes. Studies from diverse laboratories have unified our understanding of the intrinsic 

enzymatics that govern DNA-induced cGAS activities. However, much less unanimity exists 

regarding the regulation of these intrinsic activities within cells. The cell biology of the cGAS-

STING pathway will therefore likely remain at the forefront of research in this area. The open 

questions in this regard include how the regulation of cGAS activation is in different cell types and 

different species. Also, the mechanisms of cGAS activation by non-self- and self-DNA in cells are 

regarded to be the same, but there is still a possibility that they are different, which warrants 

further investigation. Since the dysregulation of cGAS binding of self-DNA and subsequent 

aberrant cytokine production underlies a variety of diseases, future studies will likely be focused 

on filling the gap between our knowledge of cGAS activities in vitro and those within cells. 

1.3. Metabolic organelles and innate immune signaling 

 Organelles are the functional compartments within the cells, and most of them harbor 

some PRRs on their membrane structures240. Among these organelles are mitochondria and 

peroxisomes, which play major roles in cell metabolism, especially in fatty acid and ROS 

metabolism241. Not only these metabolic organelles serve as the platform of PRR signaling, but 

also their metabolism effectively regulates innate immune responses242,243. This chapter will 

overview the roles of mitochondria and peroxisomes in the regulation of PRR signaling. 

1.3.1. Mitochondria and innate immune responses 

 Mitochondria are the dynamic double-membrane organelles specialized in adenosine 

triphosphate (ATP) production as well as fatty acid and ROS metabolism, and therefore are the 

powerhouse of the eukaryotic cells244. As described in the previous section, MAVS is the adaptor 

protein in RLR signaling that is tail-anchored on the outer mitochondrial membrane (OMM) 

surface51-54. Mitochondria are the platform of MAVS oligomerization, which is required for RLR-

mediated antiviral responses245. The importance of MAVS mitochondrial localization is 
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underscored by the fact that an RNA virus hepatitis C virus (HCV) blocks RLR signaling by the 

proteolytic activity of the NS3/4A protein that cleaves MAVS off the mitochondria246. Mitochondria 

are the platform for not only MAVS oligomerization but also the interaction between MAVS and 

mitochondrial resident proteins that regulate RLR signaling247-252. For example, NLR family protein 

NLRX1 was identified as the OMM protein that negatively regulates MAVS by binding CARD that 

interferes RIG-I-MAVS interaction248, although the localization and the roles of NLRX1 in RLR 

regulation is now controversial248,253,254. Other examples include mitofusin 1 (MFN1) and MFN2, 

the OMM proteins responsible for mitochondrial fusion, which have been reported to interact with 

MAVS to promote and inhibit its oligomerization, respectively249,250. Although these direct roles of 

MFN1 and MFN2 in the regulation of MAVS is independent of their functions in mitochondrial 

fusion249,250, mitochondrial dynamics are tightly linked to RLR signaling, as the silencing of 

mitofusins and other genes involved in mitochondrial elongation abolishes RLR signal 

activity255,256. These results suggest that mitochondria not only provide MAVS with a signaling 

platform but also regulate RLR signaling by their metabolic functions. Indeed, MAVS 

oligomerization induces mitochondrial ROS (mtROS) that triggers further aggregation of MAVS, 

which is required for RLR-induced cytokine responses257.  

 In addition to RLR signaling, mitochondria also serve as the platform of NLRP3 

inflammasome assembly242,258-261. Cytosolic receptor NLRP3 is recruited to mitochondria upon 

activation258, which is mediated by the interaction between the N-terminal domain of NLRP3 and 

MAVS259,262. Association with MAVS on the OMM facilitates NLRP3 oligomerization, which 

assembles the inflammasome and subsequent responses262. Indeed, cells deficient in MAVS 

show reduced NLRP3 inflammasome responses to non-crystalline ligands such as ATP and a 

potassium ionophore nigericin259. However, MAVS deficiency has no effect on NLRP3 

inflammasome responses to crystalline substances such as alum and monosodium urate (MSU) 

crystals, indicating that the involvement of MAVS is context-dependent259. Either case, it is now 
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known that NLRP3 is bound to cardiolipin, the non-bilayer forming inner mitochondrial membrane 

phospholipid exposed to the cytosol upon mitochondrial ROS or other damages258,260,263.  

 Mitochondria contain small circular DNA called mitochondrial DNA (mtDNA) inside the 

organelle, and like nuclear DNA, its presence in the cytosol is sensed by PRRs as the disruption 

of cellular homeostasis242,264. Not only mtDNA stimulates cGAS-STING pathway as described in 

section 1.2.3.184, but also oxidized mtDNA released into the cytosol during apoptosis signal 

activates NLRP3265 and other inflammasomes such as NLRC4 inflammasome266. Moreover, 

mtDNA activates TLR9, a member of TLR family that detects hypomethylated CpG motif in DNA100. 

Although recent studies have indicated CpG methylation is rarely found in mtDNA in contrast to 

nuclear DNA267,268, TLR9 has been reported to recognize mtDNA and activate p38 MAPK in 

polymorphonuclear neutrophiles (PMNs)269,270.  

 Glucose metabolism that produces ATP includes glycolysis in the cytosol and Krebs cycle 

and oxidative phosphorylation (OXPHOS) in the mitochondria. Inflammatory macrophages and 

DCs stimulated with LPS induce core metabolic switch from OXPHOS to glycolysis271,272. In 

addition to the rapid production of ATP by glycolysis, this metabolic switch accumulates the Krebs 

cycle intermediates that regulate inflammatory and anti-inflammatory gene expression273. For 

example, succinate, one of the Krebs cycle intermediates that accumulates upon LPS stimulation, 

is transported from the mitochondria to the cytosol, where it stabilizes and activates hypoxia-

inducible factor 1a (HIF-1a) that directly binds IL1B promoter and induces gene expression274,275. 

Moreover, succinate is oxidized in the mitochondria by succinate dehydrogenase (SDH) following 

the metabolic switch, and this leads to succinate-induced mitochondrial membrane potential 

elevation and mtROS production, which upregulate proinflammatory gene expression and 

downregulates anti-inflammatory gene expression276. LPS-induced increase in the glycolytic flux 

also accumulates itaconate by upregulating the expression of immune-responsive gene 1 (IRG1), 

which synthesizes itaconate, and by downregulating the expression of itaconate dehydrogenase 
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1 (IDH1), which metabolizes itaconate273,277,278. Itaconate limits mtROS and subsequent IL-1b 

production by inhibiting succinate oxidization by SDH to negatively regulate succinate-mediated 

inflammatory responses279. A recent study has found another mechanism of itaconate-mediated 

inhibition of cytokine responses, in which itaconate directly binds to TET2 enzyme to inhibit the 

induction of NF-kB and STAT1 signaling target genes to dampen inflammatory responses280.  

 Fatty acid oxidation (FAO) is another major mitochondrial metabolism. Mitochondrial FAO 

catabolizes short-chain fatty acids (SCFAs, 2-6 carbons), medium-chain fatty acids (MCFAs, 6-

12 carbons), and long-chain fatty acids (LCFAs, 13-21 carbons) to acyl-CoA, NADH and FADH2, 

which promote the Krebs cycle and following OXPHOS242. In addition to IL-4-stimulated 

alternatively activated (M2) macrophages281,282, plasmacytoid DCs (pDCs) stimulated with TLR9 

agonist or type I IFN increase FAO283. These core metabolic shifts are important in the further 

induction of type I IFN, as the treatment with a FAO inhibitor etomoxir inhibits the IFN responses283. 

Although the mechanisms how FAO and OXPHOS regulate these responses are 

unclear282,283, modulating the balance of fatty acids in the cells may be one of the mechanisms, 

because fatty acids are now known to have immunomodulatory functions as extensively reviewed 

elsewhere284-287. Butyrate, for example, is a four-carbon SCFA with both pro- and anti-

inflammatory effects. Binding of butyrate to G protein-coupled receptors (GPCRs) on the cell 

surface, such as GPR41 and GPR43, induces proinflammatory responses in the epithelial cells288, 

while binding to GPR109A induces anti-inflammatory effects289-291. Moreover, butyrate 

incorporated in cells inhibits histone deacetylase (HDAC) independent on GPCRs, which 

negatively regulates the transcription of proinflammatory genes292. Therefore, butyrate and its 

structurally similar ketone b-hydroxybutyrate (BHB) have been reported to inhibit TLR4 and 

NLRP3 responses290,292-294. Another example of immunomodulatory fatty acid is a LCFA 

palmitate287,295. Palmitate mediates the inflammation in LPS-primed macrophages by activating c-

Jun N-terminal kinase (JNK)295,296. In this context, palmitate has also been reported to attenuate 
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glycolysis to exacerbate the inflammatory responses, marked by the upregulation of 

proinflammatory cytokines such as IL-23, IL-6, and IL-12297. Moreover, palmitate mediates NLRP3 

inflammasome-dependent IL-1b secretion298-300. As the mechanism, palmitate undergoes 

intracellular crystallization in macrophages, leading to the lysosomal rupture that releases 

proteolytic enzyme cathepsin B, which cleaves proIL-1b, as well as calcium that stabilizes Il1b 

mRNA 298,300. Furthermore, palmitate is directly conjugated to proteins as a post-translational 

modification called palmitoylation295. Among PRR signaling, STING is known to be palmitoylated 

at the Golgi apparatus, which is required for the assembly that recruits downstream signaling 

proteins113. Altogether, mitochondrial fatty acid metabolism plays important roles in regulating 

innate immune responses, not only by metabolic reprogramming but also by balancing 

immunoregulatory fatty acids. 

 Overall, mitochondria not only serve as the platform of multiple PRR signaling pathways 

but also regulate pro- and anti-inflammatory cytokine responses through the metabolism and its 

intermediate products. 

1.3.2. Peroxisomes and innate immune responses 

 Peroxisomes are the single-membrane organelles with highly dynamic properties, and like 

mitochondria, they are involved in various metabolism301-303. Although many substances including 

fatty acids and ROS are metabolized in both peroxisomes and mitochondria, ether lipid synthesis, 

b-oxidation of very long-chain fatty acids (VLCFAs, 22 or longer carbons), and a-oxidation of 

branched-chain fatty acids (BCFAs) take place only in peroxisomes241,303. These peroxisomal 

FAO is essential for cell homeostasis, as VLCFAs such as hexacosanoic acid (also known as 

cerotic acid) and BCFAs such as phytanic acid and pristanic acid accumulate and demonstrate 

severe lipotoxicity in peroxisomal disorders301,304. However, the effects of these fatty acids on the 

innate immune responses are unknown.  
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Peroxisomes are either self-divided or newly generated, and the peroxin (PEX) family 

proteins play roles in both forms of peroxisome assembly302,305. For example, PEX11b initiates 

the elongation of peroxisomes, which is followed by mitochondrial fission factor (MFF)- and FIS1-

mediated constriction and dynamin-related protein 1 (DRP1)-mediated fission305,306. Also, 

peroxisomal matrix and membrane proteins contain peroxisomal targeting signals (PTSs) and 

membrane PTSs (mPTSs), respectively, and they are incorporated into the peroxisomes by the 

function of PEX proteins305. C-terminal PTS1-containing proteins and N-terminal PTS2-containing 

proteins are bound to PTS receptors PEX5 and PEX7, respectively307,308. These cargo-receptor 

complexes are then transported into the peroxisomal lumen by interacting with the docking 

complexes and really interesting gene (RING) complexes on the peroxisomal membranes that 

are composed of other PEX family proteins such as PEX14305,309,310. The functional loss of these 

PEX genes cause peroxisomal biogenesis disorders (PBDs) including Zellweger syndrome 

spectrum (ZSS) disorders, whose patients usually die in the first few years of life311,312. Therefore, 

peroxisomes and their functions are essential in the cell viability, while the contribution of 

peroxisomes in innate immune signaling is still unclear243.  

 A breakthrough in the understanding of the interaction between peroxisomes and PRR 

signaling is the discovery of MAVS on peroxisomal membrane56. Peroxisomal biogenesis includes 

not only self-division but also de novo synthesis, and which is the hybrid of the pre-peroxisomes 

derived from both mitochondria and ER313. Along with this model, several mitochondrial 

membrane proteins such as MFF and FIS1 have been found on peroxisomes314,315, which further 

led to the identification of MAVS on peroxisomes56. By using synthetic MAVS mutant named 

MAVS-Pex, which contains the transmembrane domain of peroxisomal membrane protein PEX13, 

Dixit et al. have discovered peroxisomal MAVS is functional to induce ISGs upon infections with 

RNA viruses56. This MAVS-Pex-mediated induction of ISGs are more rapid than mitochondrial 

MAVS (MAVS-mito)-mediated signals and independent of type I IFN, suggesting that MAVS 
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functions differently from peroxisomes and mitochondria56. Later study described IRF1-dependent 

type III IFN production as the specific mechanisms of peroxisomal MAVS-mediated ISGs 

induction upon infection with RNA viruses and bacterium Listeria monocytogenes316. Although 

peroxisomal localization of MAVS and type III IFN induction is confirmed by a study from another 

group, the difference between peroxisomal MAVS and mitochondrial MAVS was not observed in 

this study, leaving controversy over the signaling specificities of MAVS on each organelle317.  

 The roles of peroxisomes in the innate immune responses, which are suggested by the 

presence of MAVS, have been further validated by the modulation of peroxisomal biogenesis. 

While overexpression of the peroxisome elongation factor peroxin 11b (PEX11b) specifically 

increases type III IFN responses, the deficiency of PEX19, the cargo protein required for 

peroxisomal assembly, leads in the increase in the overall cytokine responses against reovirus 

infection316. Although the results of PEX19 deficiency can be viewed as the possible accumulation 

of all MAVS proteins on the mitochondrial membrane, these also may be the consequences of 

the loss of peroxisomal functions in metabolism. However, the roles of peroxisomal metabolism 

in the innate immune responses are largely unknown other than a few recent findings. Vijayan et 

al. has reported that, in murine macrophages, peroxisomes negatively regulate LPS-induced 

inflammation318. In this study, the treatment with 4-phenyl butyric acid (4-PBA), a nonclassical 

peroxisome proliferator, reduced the abundance of cyclooxygenase-2 (COX-2) and inflammatory 

cytokines, while the knockdown of PEX14 gene increase these proteins318. In contrast, Di Cara et 

al. has found that peroxisomes support phagocytosis and antimicrobial peptide production upon 

bacterial infection in Drosophila melanogaster and murine macrophages319. The proinflammatory 

roles of peroxisomes in this study are thought to be mediated by the turnover of ROS and 

production of reactive nitrogen species (RNS), as well as the production of lipids such as 

PtdIns(4,5)P2 and docosahexaenoic acid (DHA)319. Therefore, as these seemingly conflicting 
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reports suggest, the roles of peroxisomes in innate immune responses are still unclear and 

controversial, probably due to the complex roles of peroxisomes in cell metabolism.  

1.3.3. Conclusion: Organelles and innate immune responses 

 In summary, mitochondria and peroxisomes have emerged as the regulators of PRR 

signaling not only by providing the platforms for the adaptor protein oligomerization but also by 

metabolizing lipids and ROS that directly interact with these PRR pathways. In contrast to the 

recent advances in the understanding of the roles of mitochondrial metabolisms in innate immune 

responses, much less is known about those of peroxisomal metabolisms. Because the loss of 

peroxisomes and their metabolic functions lead to fatal disorders, it is possible that the dysfunction 

of these metabolisms results in the imbalanced inflammation in response to PAMPs or DAMPs. 

However, the immunoregulatory roles of peroxisomal FAO substrates, including VLCFAs and 

BCFAs, are largely unknown and therefore require further investigations. 
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2.1. Abstract 

Innate immune pattern recognition receptors (PRRs) emerged early in evolution. It is generally 

assumed that structurally homologous proteins in distinct species will operate via similar 

mechanisms. We tested this prediction through the study of interferon responses to self-DNA by 

the enzymatic PRR cyclic GMP-AMP synthase (cGAS). Contrary to expectations, we identified 

three functional classes of this PRR in mammals. Class 1 proteins (including human) contained 

a catalytic domain that was intrinsically self-DNA reactive and stimulated interferon responses in 

diverse cell types. This reactivity was prevented by an upstream N-terminal domain. Class 2 and 

3 proteins were either not self-DNA reactive (including chimpanzee) or included proteins whose 

N-terminal domain promoted self-DNA reactivity (mouse). While self-DNA reactivity of Class 1 

cGAS was linked to an ability to access intra-mitochondrial DNA, mitochondrial localization was 

not associated with other classes. These studies reveal unexpected diversity in the mechanisms 

of self-DNA reactivity of a PRR. 

2.2. Introduction 

Mammalian cells are equipped with pattern recognition receptors (PRRs) that protect the 

host through their ability to detect molecular evidence of infection or tissue injury. Among these 

PRRs is the enzyme cyclic GMP-AMP synthase (cGAS), which synthesizes the second 

messenger 2′3′-cyclic GMP-AMP (cGAMP) upon binding to double-stranded DNA (dsDNA) in the 

cytosol 101,103. As healthy and non-infected cells should not contain cytosolic DNA, the detection 

of DNA by cGAS is a high-fidelity indicator of infection or cellular dysfunction. cGAS stimulates 
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host defensive responses via the actions of the downstream cGAMP receptor STING (also known 

as MITA, MPYS, and ELIS). Upon binding cGAMP, STING traffics from the endoplasmic reticulum 

(ER) to the Golgi apparatus and oligomerizes into a scaffold that serves to activate the kinase 

tank-binding kinase 1 (TBK1) and the transcription factor IFN regulatory factor 3 (IRF3) 320. IRF3 

then coordinates the expression of numerous type I interferons (IFNs) and IFN-stimulated genes 

(ISGs) that promote inflammation and host defense. Although cGAS was initially discovered in 

the cytosol and therefore regarded as a cytosolic DNA sensor 101, recent studies have discovered 

cGAS in additional subcellular compartments such as the nucleus and the plasma membrane 

197,199-201,204. While nuclear cGAS is tightly regulated by proteins in this organelle to prevent 

chromosomal DNA-induced inflammation 202,205-209, DNA in the cytosol binds cGAS and induces 

conformational changes that drive cGAMP-mediated IFN responses 191. Diverse sources of DNA 

can activate cGAS, including those from infectious agents and host-derived nuclear and 

mitochondrial DNA (mtDNA) that have reached the cytosol 155,174,184. With the exception of subtle 

difference in the length of DNA detected 192,194,321, it is thought that the studies of human cGAS 

reflect the function of this protein in other mammalian species. However, the symmetry of cGAS 

functions in nature have largely been explored in vitro, where cGAS access to DNA is not an 

experimental variable. Based on the common in vitro behaviors of cGAS, it is somewhat surprising 

that disparate findings have been made regarding the activities of cGAS within cells—even when 

studying human cGAS exclusively 195,199,200,322.  

Human cGAS is a 522 amino acid protein consisting of a basic, unstructured N-terminal 

domain (1–159 a.a.), and a C-terminal domain (160–522 a.a.) that possesses DNA binding and 

nucleotidyltransferase (NTase) activities101. Although the N-terminal domain was initially regarded 

as dispensable for DNA binding and IFN induction101, recent studies have rather reported that the 

N-terminal domain is required for cGAS functions. For example, several reports indicate that 

within cells, deletion of the N-terminus of cGAS renders this protein inactive and defective for 

DNA-induced IFN responses 195,199,322. However, our group found that the deletion of the N-
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terminus of cGAS leads to IFN responses to self-DNA 200. The reason for these disparate datasets 

is unclear and was explored in detail herein. 

In this study, we develop a small molecule activatable genetic system of cGAS-induced 

self-DNA reactivity. Using this system, we found that the N-terminus of human cGAS prevents the 

catalytic domain from inducing type I IFN responses against self-DNA in human and mouse cells. 

We explain previously disparate results on this topic, based on the use of epitope tags that 

obstruct self-DNA reactivity, and identify amino acids within human cGAS that determine these 

responses. Evolutionary analysis of self-DNA reactivity revealed three functionally distinct classes 

of cGAS proteins in nature, with notable differences in self-DNA reactivity being observed in Class 

1 (which includes human), Class 2 (mouse), and Class 3 (which includes chimpanzee) cGAS. 

Leveraging the mechanisms of Class 1 cGAS self-DNA reactivity, we redesigned this PRR to 

operate as an IFN-inducing sensor of the viral protease activity that is functionally analogous to 

the naturally occurring guard protein NLRP1 323-326. These findings reveal unexpectedly diverse 

functions of a single PRR in nature, and a means to use synthetic biology to redesign PRR 

activities in a user-defined manner. 

2.3. Materials and Methods 

2.3.1. Study design 

The aim of this study was to investigate the self-DNA reactivity of cGAS and its domains 

in human and other mammals. We investigated the activities of these cGAS and mutants using 

doxycycline-mediated transient expression system in mouse and human macrophages. Sample 

sizes for each experiment are indicated in the figure legends. 

2.3.2. Cell culture 

Immortalized bone marrow-derived macrophages (iBMDMs), HEK293Ts, and Plat-GP 

cells were cultured in DMEM (Gibco) supplemented with 10% FBS (Gibco), referred to as 

complete DMEM, at 37ºC in 5% CO2. For passage, iBMDMs were lifted using PBS (Gibco) 

supplemented with 2.5 mM EDTA (Invitrogen) and plated at dilution 1:10. HEK293T and L929 
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cells were grown under the same conditions as iBMDMs but were passaged by washing with PBS 

and lifting with 0.25% Trypsin-EDTA (Gibco) with a 1:10 dilution. THP-1 cells were grown in 

suspension culture using RPMI-1640 media (Lonza) supplemented with 10% FBS, referred to as 

complete RPMI-1640, at 37°C in 5% CO2. For passage, cells were split at a dilution of 1:5. For 

experiments examining the effects of PMA-induced differentiation of THP-1 cell lines, cells were 

treated for the 72 hours with PMA (MilliporeSigma) at a concentration of 50 ng/mL. Normal oral 

keratinocytes were cultured in keratinocyte SFM (Gibco) supplemented with Human Keratinocyte 

Growth Supplement (Gibco) and passaged by washing with PBS and lifting with 0.25% Trypsin-

EDTA with a 1:10 dilution. 

2.3.3. Generating cells with stable or doxycycline-inducible gene expression 

cDNAs of wild type and truncation mutant cGAS were amplified by polymerase chain 

reaction (PCR) using oligonucleotide primers containing restriction enzyme digestion sites. For 

the amplification of non-human primate (NHP) cGAS, cDNAs in the pcDNA6 vector 327 were used 

as PCR templates. For Dox-induced gene expression, cGAS cDNAs were inserted in the BamHI 

and NotI restriction sites in pRetroX-TRE3G (TakaraBio) using In-Fusion Snap Assembly Master 

Mix (TakaraBio). For stable gene expression, cGAS DNAs were inserted in pLenti-CMV-GFP-

Puro in replacement of GFP using XbaI and SalI. For fusion mutants and the T2A insertion mutant 

of cGAS cDNAs, In-Fusion Snap Assembly Master Mix was used to incorporate cGAS and the 

other PCR fragments together in the vectors. For CRISPR/Cas9-mediated gene knockout, the 

sense and antisense oligonucleotides containing guide RNA (gRNA) sequences and AfeI/SbfI 

restriction sites were purchased from Integrated DNA Technologies, and the equal molar ratios 

of sense and antisense oligonucleotides were annealed in water on PCR block (95ºC for 1 minute, 

then drop 5°C every minute to 10°C). Oligonucleotide duplexes were then subcloned into 

AfeI/SbfI-digested pRRL-Cas9-Puro vector (kindly provided by Dr. D. Stetson) using In-Fusion 

Snap Assembly Master Mix (TakaraBio). gRNAs targeting mouse genes used in this study are as 

follows: Cgas #1: GAGGCGCGGAAAGTCGTAAG, Cgas #2: GGCAGCCCAGAGCGCCGCGA, 
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Sting #1: GGCCAGCCTGATGATCCTTT, Sting #2: GCTGGCCACCAGAAAGATGA. All 

constructs generated here were sequence-confirmed by Sanger sequencing. 

To generate lentiviral particles for the stable expression of transgenes, HEK293T cells 

were transfected with the packaging plasmids psPAX2 and pCMV-VSV-G along with the 

transgene in pLenti-CMV-GFP-Puro or gRNAs-containing pRRL-Cas9-Puro vector using 

Lipofectamine 2000 (Invitrogen). pCMV-VSV-G was a gift from Bob Weinberg (Addgene plasmid 

# 8454 ; http://n2t.net/addgene:8454 ; RRID:Addgene_8454) 328. psPAX2 was a gift from Didier 

Trono (Addgene plasmid # 12260; http://n2t.net/addgene:12260; RRID: Addgene_12260). pLenti 

CMV GFP Puro (658-5) was a gift from Eric Campeau & Paul Kaufman (Addgene plasmid # 

17448; http://n2t.net/addgene:17448; RRID: Addgene 17448) 329. All genes of interest were 

subcloned into the GFP site. Plasmids were transfected into 10 cm2 dishes of HEK293Ts at 50–

80% confluency using Lipofectamine 2000 by mixing DNA and Lipofectamine 2000 ratio at 1:2. 

Media was changed on transfected HEK293Ts 16–24 hours after transfection, and virus-

containing supernatants were harvested 24 hours following the media change. Viral supernatants 

were passed through a 0.45 µm filter to remove any cellular debris. Filtered viral supernatants 

were mixed with 5 µg/mL polybrene (MilliporeSigma) and placed directly onto target cells, followed 

by the spinfection (centrifugation at 1,250 × g, 30°C for 1 hour). Cell culture media were replaced 

with the appropriate complete media and cells were incubated for 24 hours. Spinfection with the 

viral supernatants was repeated on the following day, and cells were used for indicated assays.  

Doxycycline (Dox)-inducible gene-expressing cell lines were generated using Retro-X™ 

Tet-On 3G Inducible Expression System (Takara Bio). Plat-GP cells were transfected with the 

pRetroX-Tet3G plasmid together with the packaging plasmid pCMV-VSV-G using Lipofectamine 

2000. Using viral supernatant of Plat-GP cells, iBMDMs or THP-1 cells were subjected to 

spinfection in a similar manner as above. After consecutive spinfections for two days, Tet3G-

transduced cells were selected using G418 (Invivogen) and single cell clones were isolated. 

Tet3G-containing cell clones were transduced with TRE3G virus prepared from Plat-GP cells 
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transfected with pRetroX-TRE3G containing genes of interest and packaging plasmid pCMV-

VSV-G. TRE3G-transduced cells were selected using puromycin (Gibco) and pooled cell culture 

was used in each assay. Cells were treated with 1 µg/mL Dox (MilliporeSigma) were subjected to 

each analysis at the indicated time points in each figure legend. 

2.3.4. Real-Time quantitative reverse transcription (qRT-) PCR 

RNA was isolated from cells using Qiashredder (QIAGEN) homogenizers and the 

PureLink Mini RNA Kit (Life Technologies) and treated with subsequently DNase I (Invitrogen) to 

remove genomic DNA. Relative mRNA expression was analyzed using the TaqMan RNA-to-Ct 

1-Step Kit (Thermo Fisher Scientific) with indicated Taqman probes (Thermo Fisher Scientific) on 

a CFX384 Real-Time Cycler (Bio-Rad Laboratories). Each CT value was normalized with the 

mRNA expression of the control genes (RPS18 for human and Rps18 for human) and the relative 

mRNA abundance was calculated by the ∆∆CT method. Taqman probes used in this study are as 

follows: Ifnb (mouse): Mm00439552_s1, Rsad2 (mouse): Mm00491265_m1, Rps18 (mouse): 

Mm02601777_g1, IFNB (human): Hs01077958_s1, RSAD2 (human): Hs00369813_m1, RPS18 

(human): Hs01375212_g1. 

2.3.5. Cell viability assay 

Cell viability was measured using CellTiter-Glo (Promega Corporation), a luminescent 

assay for ATP in living cells. Untreated cells were used as a positive control for 100% cell viability 

and subjected to serial dilution for the standard curve. Luminescent outputs were read on a Tecan 

plate reader and viability was calculated using the standard curve. 

2.3.6. Subcellular fractionation and membrane flotation assay 

Cells were washed once with PBS and then washed with hypotonic buffer (10 mM Tris-

HCl pH 7.4, 10 mM KCl, and 1.5 mM MgCl2) supplemented with a protease inhibitor cocktail 

(Roche) and 10 U/mL Benzonase (MilliporeSigma). After wash, cells were incubated in hypotonic 

buffer on ice for 30 minutes, and then lysed by 7 strokes of Dounce homogenization. Lysates 



41 
 

were centrifuged at 4°C for 5 minutes at 2,500 × g to remove nuclei and cellular debris. This 

nuclear pellet was then washed three times in hypotonic buffer supplemented with 0.3% IPEGAL 

(MilliporeSigma) to remove any contaminating organelles and obtain the nuclear fraction (P2.5). 

Supernatants were centrifuged at 16,000 × g for 10 minutes to separate pellets (P16) containing 

membrane fractions and supernatants. While washing P16 pellets three times with hypotonic 

buffer, these supernatants were further centrifuged at 100,000 × g for 1 hour at 4°C. The resultant 

pellets (P100) were resuspended in RIPA buffer (50 mM Tris-HCl, pH7.5, 150 mM NaCl, 1% 

TritonX-100, 0.5% Sodium Deoxycholate, 0.1% sodium dodecyl sulfate (SDS), which was 

supplemented with Benzonase and cOmplete, Mini, EDTA-free Protease Inhibitor Cocktail 

[Roche] before use). Each fraction was analyzed by immunoblotting as described below. 

 For membrane flotation assay, post-nuclear supernatants (PNS) were obtained in the 

aforementioned method and mixed with OptiprepTM-supplemented hypotonic buffer to yield a final 

concentration of 45% Optiprep. These PNS were placed at the bottom and overlaid by a step 

gradient of Optiprep ranging from 10% (top) to 45% (bottom), and then centrifuged at 100,000 × 

g for 90 minutes. Gradient was then equally divided to fractions and analyzed by immunoblotting. 

For cell-free analysis of recombinant cGAS protein, 400 nM cGAS protein obtained (as described 

in section 2.3.8.) was incubated with 400 nM of 100 bp interferon stimulatory DNA (ISD) in 

hypotonic buffer for 15 minutes in the room temperature, and then subjected to flotation assay in 

the presence or absence of 1% TritonX-100, 2% SDS, 10 U/mL Benzonase, or 0.75 M sodium 

chloride (NaCl). ISD duplex was prepared by annealing the equal molar ratios of sense and 

antisense oligonucleotides195 in water on PCR block (95ºC for 1 minute, then drop 5°C every 

minute to 10°C). 

2.3.7. Immunoblotting and ELISA analysis 

Cells were lysed with RIPA buffer and the lysates were centrifuged at 4°C, 16,000 × g for 

10 minutes. Supernatants were mixed with 6 × SDS sample buffer supplemented with Tris(2-

carboxyethyl)phosphine hydrochloride (TCEP, Thermo Fisher Scientific) and boiled at 100°C for 
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5 minutes. Samples were separated by SDS-PAGE and transcribed to PVDF membrane by 

Immunoblotting. PVDF was blocked with 5% skim milk for 1 hour and probed with indicated 

primary antibodies over night at 4°C, followed by secondary antibodies (1:2000 dilution) for 1 hour. 

Primary antibodies used in this study include viperin (1:1000 dilution, MilliporeSigma), FLAG 

(1:1000 dilution, MilliporeSigma), HA (1:1000 dilution, MilliporeSigma), b-Actin (1:1000 dilution, 

Cell Signaling Technology), cGAS (1:1000 dilution, MilliporeSigma for cGAS∆N and Cell Signaling 

Technologies for cGAS N detection), phospho-STING (Ser365) (1:200 dilution, Cell Signaling 

Technology), STING (1:1000 dilution, Cell Signaling Technology), and NS3 (1:1000, GeneTex). 

Secondary antibodies for human, mouse, and rat immunoglobulins (IgGs) were purchased from 

Rockland Immunochemicals. Culture supernatant from treated cells were collected and applied 

to the IP-10 antibody-coated plate for ELISA analysis (R&D Systems) following the manufacture’s 

instruction. 

2.3.8. In vitro 2′3′-cGAMP assay 

FL cGAS and cGAS∆N recombinant proteins were prepared as previously described 194,330. 

Briefly, cGAS mutants were cloned into a custom pET vector for expression of an N-terminal 6 x 

His-SUMO2 fusion protein in E. coli. E. coli BL21-RIL DE3 (Agilent) bacteria harboring a pRARE2 

tRNA plasmid were transformed with a pET cGAS plasmid, and 6 × His-SUMO2-cGAS 

recombinant proteins were purified from clarified E. coli lysate by binding to Ni-NTA (QIAGEN) 

and gravity chromatography. The His-SUMO2 tags were removed by dialyzed overnight at 4°C in 

dialysis buffer (20 mM HEPES-KOH pH 7.5, 300 mM NaCl, 1 mM DTT) after supplementing ~250 

µg of human SENP2 protease (fragment D364–L589 with M497A mutation).  

Nucleosomal DNA was isolated from untreated iBMDMs using EpiScope Nucleosome 

Preparation Kit (TakaraBio) and the counterpart naked double-stranded DNA (dsDNA) was 

obtained by removing histones using Proteinase K following manufacture’s instruction.  

cGAS activation and cGAMP synthesis was performed in vitro using purified components 

and measured with thin-layer chromatography as previously described 330. Briefly, 5 µM cGAS 
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recombinant proteins were incubated with the DNA above or 45 bp interferon stimulatory DNA 

(ISD) 331 in a reaction buffer containing 10 mM Tris-HCl pH 7.5, 62.5 mM KCl, 10 mM MgCl2, 1 

mM DTT, 6.25 µM ATP, 6.25 µM GTP, and [ɑ-32P] ATP (~1 µCi) at 37ºC for 2 hours. Reactions 

were terminated by heating at 95ºC for 3 min, and subsequently incubated with 4 U of alkaline 

phosphatase (New England Biolabs) at 37ºC for 30 min to hydrolyze unreacted NTPs. 1 µL of 

each reaction was spotted on a PEI-Cellulose F thin-layer chromatography plate (EMD 

Biosciences) developed with 1.5 M KH2PO4 (pH 3.8) as a running buffer.  

2.3.9. Live imaging confocal microscopy 

GFP-tagged cGAS-expressing iBMDMs were plated on uncoated 35 mm dishes (MatTek 

Corporation). Cells were treated with MitoTracker Deep Red (Invitrogen) in Opti-MEM (Gibco) 

and incubated at 37°C, 5% CO2 for 60 minutes. Cells were washed with PBS and imaged using 

a 63× oil immersion objective on the LSM 880 with Airyscan (Zeiss). Images were processed 

using ZEN software (Zeiss) and ImageJ (NIH). Dox-untreated cells or non-GFP-expressing cells 

were used for the negative controls of GFP signaling, and negative signals were subtracted from 

GFP signals of cGAS. For counting, at least 100 cGAS-expressing cells were examined under 

the microscope and the percentile of nuclear, cytosolic, or mitochondrial cGAS-expressing cells 

was determined.  

2.3.10. Quantification and statistical analysis 

Statistical significance was determined by two-way analysis of variance (ANOVA) with 

Tukey’s multiple comparison test. P < 0.05 was seen as statistically significant. All statistical 

analyses were performed using GraphPad Prism data analysis software. All experiments were 

performed at least three times, and the graph data with error bars indicate the means with the 

standard error of the mean (SEM) of all repeated experiments.  
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2.4. Results 

2.4.1. Human cGAS∆N induces type I IFN responses to self-DNA in human and mouse 

cells 

The functions of the C-terminal DNA binding and catalytic domain of cGAS within cells are 

debatable. We have reported that within THP-1 monocytes, a human cGAS mutant lacking its N-

terminal domain (hcGAS 160–522 a.a., hereafter hcGAS∆N) promotes type I IFN expression in 

the absence of exogenous dsDNA treatment 200, whereas others have concluded that hcGAS∆N 

is functionally defective within cells 195,199. Our prior work relied on the stable expression of 

hcGAS∆N, which drives IFN responses constitutively and may cause aberrant cellular behaviors. 

To bypass this concern, we devised a distinct genetic system that enables inducible kinetic 

analysis of cGAS activities. We established a doxycycline (Dox)-inducible expression system for 

hcGAS full-length (FL) and hcGAS∆N in immortalized bone marrow-derived macrophages 

(iBMDMs). Using this system, we found that Dox-mediated hcGAS∆N expression induced the 

rapid expression of the gene Ifnb, which encodes IFN-β (Figure 2.1A). In contrast, Dox-induced 

FL hcGAS expression did not trigger Ifnb expression (Figure 2.1A). Near-coincident with Ifnb 

expression was the induced transcription of mRNA encoded by the ISG Rsad2 (radical SAM 

domain-containing 2) and its product viperin (virus inhibitory protein, endoplasmic reticulum-

associated, interferon-inducible) (Figure 2.1B and C). Interferon-γ-inducible protein 10 (IP-10), 

another ISG, was also induced by hcGAS∆N (Figure 2.1D). The IFN-stimulatory activities of 

hcGAS∆N occurred despite its lower abundance than FL hcGAS within cells (Figure 2.1C). 

To validate our results, we applied our Dox-inducible system to THP-1 monocytes. Dox 

treatment of THP-1 cells containing the hcGAS∆N transgene led to the induction of IFNB and 

RSAD2 mRNAs, whereas cells containing the FL cGAS were poorly immunostimulatory after Dox 

treatment (Figure 2.1E and F). Previously, we found that the treatment of THP-1 cells with phorbol 

12-myristate 13-acetate (PMA) potentiated hcGAS∆N induced IFNB mRNA expression and 

ultimately caused cell death 200. In our Dox system, we observed that PMA enhanced the IFN-
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inducing ability of hcGAS∆N (Figure 2.1G-I), with IP-10 production by hcGAS∆N increasing over 

70-fold after PMA+Dox treatment, as compared to Dox alone (Figure 2.1I). This increase in IFN 

stimulatory activity by PMA correlated with lethality, specifically in cells expressing hcGAS∆N 

(Figure 2.1J). The weak immunostimulatory activities of FL cGAS-expressing cells were 

marginally affected by PMA treatment (Figure 2.1G-I). Finally, we applied the same system to 

normal oral keratinocytes. As a result, keratinocytes treated with Dox induced the expression of 

IFNB and RSAD2 mRNAs followed by viperin and IP-10 production (Figure S1A-D). Overall, these 

studies in diverse mouse and human cell types indicate that hcGAS∆N triggers type I IFNs that 

are not induced by FL cGAS. 

To determine if hcGAS∆N requires DNA binding to induce IFN responses upon 

expression, we inserted alanine substitutions (C366A/C367A) in hcGAS that abolish DNA binding 

102. Dox-mediated expression of hcGAS∆N C366A/C367A did not induce viperin expression in 

iBMDMs (Figure 2.1K). These data indicate that the C-terminal catalytic domain of cGAS is 

intrinsically self-DNA reactive, and that this activity is prevented by its upstream N-terminal 

domain. Because DNA-bound cGAS induces IFN responses through STING activation, we 

examined the activation and requirement for STING in cGAS∆N-induced response. As a result, 

Dox-induced expression of hcGAS∆N led to the phosphorylation of STING at S365 (S366 in 

human)116,117 and STING degradation133, which are the hallmark readouts of STING activation 

(Figure S1E). Further genetic analysis revealed that hcGAS∆N did not induce Rsad2 mRNA or 

viperin in Sting-/- iBMDMs (Figure 2.1L, Figure S1F), indicating that, as expected, STING is 

required for hcGAS∆N signaling. In contrast, iBMDMs derived from Cgas-/- mice induced 

comparable amounts of Rsad2 mRNA and viperin protein (Figure 2.1L, Figure S1F), indicating 

that endogenous cGAS is not required for hcGAS∆N-mediated signaling. These roles of 

endogenous cGAS and STING in hcGAS∆N-induced IFN expression were confirmed using 

knockout (KO) cells generated by CRISPR-Cas9 gene editing (Figure S1G-I). Altogether, these 

data indicated that the N-terminal deletion of human cGAS triggers self-DNA-induced type I IFN 

responses in a STING-dependent manner. 
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Figure 2.1. Human cGAS∆N induces aberrant type I IFN responses 

(A and B) Real-time quantitative reverse transcription (qRT-) PCR analysis of Ifnb (A) and Rsad2 

(B) mRNAs in iBMDMs. Dox was treated to cells for the induction of FL human cGAS or human 

cGAS∆N, and mRNA expression levels were analyzed at the indicated time points. (C) 

Immunoblot analysis of iBMDM lysates after the same treatment as in (A) and (B). Arrows in the 

HA panel indicate FL human cGAS and human cGAS∆N. (D) IP-10 ELISA analysis of iBMDM cell 

culture supernatant of the cells in (A) and (B). (E and F) Real-time qRT-PCR analysis of IFNB (E) 

and RSAD2 (F) mRNAs in THP-1 monocytes treated with Dox for indicated time points to induce 

FL human cGAS or human cGAS∆N. (G and H) Real-Time qRT-PCR analysis of IFNB and 

RSAD2 mRNAs in THP-1 monocytes treated with Dox together with PMA for 48 hours. (I) IP-10 

ELISA analysis of THP-1 cell culture supernatant in (G and H). (J) Cell viability analysis of THP-

1 cells treated as in (G) and (H). (K) Immunoblot analysis of lysates from iBMDMs treated with 

Dox for 8 hours to express FL hcGAS, hcGAS∆N, or hcGAS∆N with DNA-binding mutation 

(cGAS∆N C396A/397A). (L) Real-Time qRT-PCR analysis of Rsad2 mRNA in WT, Cgas
-/-

, or 

Sting
-/-

 iBMDMs treated with Dox for 8 hours to induce expression of FL human cGAS or human 

cGAS∆N. Immunoblot data are the representative from three independent experiments. Graph 

data are means ± SEM of three (A, B, D, G, H, I, J, and L) or four (E and F) independent 

experiments. Statistical significance was determined by two-way ANOVA and Tukey’s 

multicomparison test. Asterisks indicate the statistical significance between FL hcGAS and 

hcGAS∆N at each time point (A, B, D, E, and F) or connected two bars (G, H, I, J, and L). *P < 

0.05; **P < 0.01; ***P < 0.001. 

2.4.2. Specific amino acids at the N-terminus of hcGAS∆N determine self-DNA reactivity 

Whereas our data have confirmed that hcGAS∆N induces aberrant type I IFN responses, 

other studies have concluded that N-terminal deletion mutants of cGAS do not elicit IFN 

expression, even in the presence of exogenous dsDNA195,199,322. To understand these 

discrepancies, we noticed that each study has employed different epitope tag positions on their 
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respective hcGAS∆N constructs. We have used C-terminally tagged hcGAS∆N constructs200, 

while others have used N-terminally tagged alleles195,199,322. Therefore, we hypothesized that the 

different tag positions led to the disparate results regarding hcGAS∆N signaling activities. To test 

this hypothesis, we engineered iBMDMs to express N-terminally or C-terminally hemagglutinin 

(HA)-tagged hcGAS∆N, as well as tag-free hcGAS∆N in a Dox-dependent manner. While tag-

free hcGAS∆N and hcGAS∆N-HA induced Ifnb mRNA transcripts and ISG expression, HA-

hcGAS∆N did not induce those responses (Figure 2.2A-D). To validate these results, we 

compared N-terminal or C-terminal green fluorescence protein (GFP)-tagged constructs and 

found that hcGAS∆N-GFP but not GFP-hcGAS∆N induced viperin expression (Figure 2.2E). 

Moreover, the addition of an N-terminal FLAG tag to an otherwise active allele (hcGAS∆N-HA) 

inhibited the type I IFN responses induced by this protein (Figure 2.2F, G). These results therefore 

explain reported differences in cGAS function, as the position of the epitope tag determines self-

DNA reactivity. 

To further understand the effect of N-terminal tags on hcGAS∆N activity, we generated 

differently truncated hcGAS-HA constructs and expressed each in a Dox-inducible manner in 

iBMDMs. Among all the hcGAS constructs tested, only hcGAS∆N (160–522 a.a.) and hcGAS 

158–522 a.a. induced Ifnb and Rsad2 mRNAs, and viperin protein production (Figure 2.2H-J). 

Addition of 4 or more amino acids to the N-terminus of hcGAS∆N abolished all signaling activities 

of this protein. These results indicate that hcGAS∆N contains a precise requirement for the N-

terminal amino acids for IFN responses to self-DNA. 
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Figure 2.2. Specific amino acids at the N-terminus of hcGAS∆N determines self-DNA 
reactivity 

(A and B) Real-Time qRT-PCR analysis of Ifnb (A) and Rsad2 (B) mRNAs in iBMDMs treated 

with Dox for 8 hours to induce expression of N-terminally HA-tagged hcGAS (HA-cGAS), C-

terminally HA-tagged hcGAS (cGAS-HA), or hcGAS with no tags (Tag-free). (C) IP-10 ELISA 

analysis of iBMDM cell culture supernatant in (A) and (B). (D) Immunoblot analysis of iBMDMs 

treated with Dox as in (A) and (B). The asterisk indicates non-specific bands. (E) Immunoblot 

analysis of iBMDMs treated with Dox for 8 hours to induce expression of N-terminally GFP-tagged 

hcGAS (GFP-cGAS) or C-terminally GFP-tagged hcGAS (cGAS-GFP). (F) Real-Time qRT-PCR 

analysis of Ifnb mRNAs in iBMDMs treated with Dox for 8 hours to induce expression of hcGAS-

HA or N-terminally FLAG-tagged hcGAS-HA (FLAG-hcGAS -HA). (G) Immunoblot analysis of 

iBMDMs treated with Dox as in (F). (H and I) Real-Time qRT-PCR analysis of Ifnb (H) and Rsad2 

(I) mRNAs in iBMDMs treated with Dox for 8 hours to induce expression of differently truncated 

hcGAS. (J) Immunoblot analysis of lysates of iBMDMs treated as in (H) and (I). Immunoblot data 

are the representative from three independent experiments. Graph data are means ± SEM of 

three (A, B, and F) or five (C, H, and I) independent experiments. Statistical significance was 

determined by two-way ANOVA and Tukey’s multicomparison test. Asterisks indicate the 

statistical significance between connected two bars (A, B, C, and F) or between untreated and 

Dox-treated conditions for indicated hcGAS mutants (H and I). *P < 0.05; **P < 0.01; ***P < 0.001. 

2.4.3. Species-specific self-DNA reactivity by mammalian cGAS proteins 

The C-terminal catalytic domain of cGAS is highly conserved among mammalian species 

at the amino acid level, and the functional level in vitro211,332. We therefore hypothesized that the 

signaling activity of cGAS∆N would be conserved throughout evolution. To assess whether 

cGAS∆N signaling activity is conserved in mice, we expressed mouse cGAS (mcGAS) FL and 

∆N in iBMDMs. Whereas some studies have used mcGAS (148–507 a.a.) as the ∆N mutant of 

mcGAS, other groups have used differently truncated versions101,322. Since mcGAS 145–507 a.a. 

is more similar to hcGAS∆N, in terms of the N-terminal primary sequence (Figure 2.3A), we tested 
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both versions of mcGAS truncation mutants. Interestingly, both mcGAS∆N versions were 

unresponsive to self-DNA upon Dox-mediated expression in iBMDMs, leading to no IFN activities 

upon Dox-induction (Figure 2.3B-D). FL mcGAS, in contrast, induced strong type I IFN responses 

upon expression via Dox (Figure 2.3B-D). Thus, in contrast to our findings with hcGAS and its ∆N 

counterpart, mouse FL cGAS is self-DNA-reactive whereas both versions of mouse ∆N are weakly 

immunostimulatory. These findings prompted a broader evolutionary analysis of self-DNA 

reactivity by FL cGAS and cGAS∆N. We generated iBMDMs that encoded FL and cGAS∆N 

proteins from several non-human primates (NHPs), including orangutan, marmoset, gibbon, 

chimpanzee, white-handed gibbon, crab-eating macaque, and rhesus macaque (Figure 2.3E), 

and assessed IFN responses upon Dox-induced transgene expression. Like the behaviors of the 

human proteins, no self-DNA responsiveness was observed for FL cGAS proteins from any NHP 

examined (Figure 2.3F, G), even though they responded to exogenous DNA delivered into the 

cytoplasm of cGAS-deficient cells (Figure S2A). Also similar to human, cGAS∆N from orangutan, 

marmoset, and gibbon all induced Ifnb mRNA and viperin protein production, to an extent even 

greater than what was observed for hcGAS∆N (Figure 2.3F, G and Figure S2B-E). In contrast, 

several other NHP cGAS∆N proteins, including those from chimpanzee and crab-eating macaque 

did not trigger type I IFN responses upon expression in iBMDMs (Figure 2.3F, G and Figure S2B-

E). Most activities observed in iBMDMs were also made in PMA-treated THP-1 cells. For example, 

hcGAS∆N and FL mcGAS induced IFNB transcripts, while FL hcGAS and mcGAS∆N did not 

(Figure 2.3H). Orangutan cGAS∆N was also active in iBMDMs and THP-1 cells (Figure 2.3H, I). 

PMA-mediated potentiation of ISG expression and cell death was also induced in THP-1 cells 

expressing hcGAS∆N, and orangutan cGAS∆N, which expressed IFNB transcripts (Figure 2.3J 

and Figure S2F-I). However, marmoset and gibbon cGAS were only active in iBMDMs, not in 

THP-1 cells. 

When taken together, we have identified three functional classes of the cGAS proteins in 

nature. Class 1 proteins restrict self-DNA reactivity by the N-terminal domain in human or mouse 

cells (or both), and include human, orangutan, gibbon, and marmoset. Class 2 proteins use the 
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N-terminus to promote IFN responses to self-DNA (mouse). Class 3 proteins do not display any 

self-DNA reactivity (chimpanzee, crab-eating macaque, white-handed gibbon, and rhesus 

macaque) (Figure 2.3K).  
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Figure 2.3. cGAS∆N activities are diverse in mammalian species  

(A) N-terminal amino acid sequences of human cGAS∆N, mouse cGAS 145-, and mouse cGAS 

148-. (B and C) Real-Time qRT-PCR analysis of Ifnb (B) and Rsad2 (C) mRNAs in iBMDMs 

treated with Dox for 8 hours to induce expression of indicated cGAS mutants. (D) Immunoblot 

analysis of iBMDM lysates treated as in (B) and (C). (E) N-terminal amino acid sequences of 

human cGAS∆N and non-human primate (NHP) cGAS truncation mutants. Orang: orangutan, 

Marm: marmoset, Crab: crab-eating macaque, Rhesus: rhesus macaque, WHG: white-handed 

gibbon, Chimp: chimpanzee. (F and G) Real-Time qRT-PCR analysis of Ifnb (F) and Rsad2 (G) 

mRNAs in iBMDMs treated with Dox for 8 hours to induce expression of indicated cGAS mutants. 

(H and I) Real-Time qRT-PCR analysis of IFNB (H) and RSAD2 (I) mRNAs in THP-1 monocytes 

treated with PMA and Dox for 48 hours to induce expression of indicated cGAS mutants. (J) Cell 

Viability of THP-1 cells treated with PMA and Dox as in (H) and (I). (K) Model of three classes of 

cGAS in mammals. In Class 1 cGAS, the N-terminal domain (NTD) inhibits otherwise self-DNA-

reactive catalytic domain. In Class 2 cGAS, the NTD promotes and is required for the reactivity to 

self-DNA. Class 3 cGAS does not react to self-DNA regardless of the presence of the NTD. 

Immunoblot data are the representative from three independent experiments. Graph data are 

means ± SEM of three independent experiments. Statistical significance was determined by two-

way ANOVA and Tukey’s multicomparison test. Asterisks indicate the statistical significance 

between connected two bars (B, C, F, G, and H) or between untreated and Dox-treated conditions 

for indicated cGAS (J). *P < 0.05; **P < 0.01; ***P < 0.001 

2.4.4. Mitochondrial localization of Class 1 cGAS∆N correlates with signaling activity 

The different classes of cGAS proteins identified raise questions about the underlying 

mechanisms of these observations. We considered the possibility that each class of cGAS 

proteins may display intrinsic differences in DNA-induced cGAMP production. To address this 

possibility, we incubated recombinant cGAS with DNA in vitro and measured cGAMP synthesis. 

We examined Class 1 human and orangutan cGAS∆N, Class 2 mouse FL cGAS, and Class 3 
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chimpanzee cGAS. The Class 1 and 2 proteins chosen were all active as IFN inducers within 

cells, whereas Class 3 chimpanzee cGAS was not (Figure 2.3F-I). We also included N-terminally 

FLAG-tagged hcGAS∆N and mouse and chimpanzee cGAS∆N, all of which were inactive at self-

DNA-induced IFN expression within cells. Despite notable differences in self-DNA reactivity 

associated with each class of proteins within cells, all the cGAS proteins examined behaved 

similarly in these in vitro assays (Figure 2.4A). All cGAS proteins were able to synthesize cGAMP 

in response to synthetic dsDNA, but not to nucleosomal DNA that was isolated from iBMDMs 

(Figure 2.4A). Protease treatment of nucleosomes rendered the resulting DNA capable of 

stimulating cGAMP production by all classes of cGAS examined (Figure 2.4A). The inability of 

cGAS to produce cGAMP in response to nucleosomal DNA was reported for human cGAS 203-209, 

but our findings suggest that this inability extends across all three classes of cGAS we have 

examined. Therefore, the diversity in cGAS∆N signaling activities is not due to protein intrinsic 

activities, but rather by cellular factors that regulate its activation. 

We considered the possibility that access to intracellular DNA may underlie the 

phenotypes associated with each class of cGAS proteins. To test this idea, we examined the 

subcellular localization of cGAS. Previously, by biochemical analysis and immunofluorescence 

microscopy, we have reported that cGAS is localized on the plasma membrane through the 

association with PIP2 in the lipid raft200. In the previous study, we centrifuged cell homogenates 

at 2,500 x g and 100,000 x g to obtain nuclear (P2.5) and membrane (P100) fractions, 

respectively200. In this procedure, we discovered cGAS co-sedimentation in the P100 fraction, 

which we regarded as the membrane fraction. However, by adding a single centrifugation step at 

16,000 x g between these two centrifugations, we detected a membrane protein Na+/K+ ATPase 

in P16 rather than P100 fraction of THP-1 cells (Figure S3A) and iBMDMs (Figure S3B) which 

contained cGAS. Therefore, these data indicate that cGAS does not co-sediment with membrane 

proteins. Similarly, although cGAS migration from dense to light fractions in the membrane 

flotation assay using Optiprep density gradient led us to hypothesize the membrane localization 
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of cGAS in the previous report200, we found that cGAS migrated to the different fractions from 

those of membrane proteins such as Na+/K+ ATPase and STING (Figure S3C and D). cGAS 

flotation was indeed resistant to the detergent TritonX-100 as we previously reported, and only 

sensitive to the strong detergent sodium dodecyl sulfate (SDS) (Figure S3E). However, although 

we therefore concluded in the past that cGAS associates with the lipid raft as a Triton-resistant 

structure, TIRAP, a PIP2-associated protein12, did not float in the presence of TritionX-100, which 

contradicts to this conclusion.  Altogether, these results indicate that cGAS is found in cytosolic 

insoluble fractions rather than membrane fractions in the biochemical analysis. 

 In this and our previous study, we added the endonuclease Benzonase in cell lysates 

during the biochemical analysis to exclude the effects of post-lysis DNA binding of cGAS on the 

results200. However, it is still possible that post-lysis binding of cGAS to the cellular structures that 

cannot be eliminated merely by Benzonase treatment led to cGAS detection in cytoplasmic 

insoluble fractions. To test whether any post-lysis binding of cGAS protein to the cellular 

structures is reflected on the membrane flotation assay, we added recombinant human cGAS 

protein to post-nuclear supernatant (PNS) of iBMDMs and performed the assay. As a result, 

surprisingly, the presence of cell homogenates allowed cGAS recombinant protein to migrate to 

the light fractions, to which endogenous mouse cGAS also migrated (Figure S3F). The flotation 

of recombinant cGAS protein was independent of endogenous cGAS protein, as the use of PNS 

from cGAS-deficient macrophages led to the same results (Figure S3G). Therefore, these results 

indicate that post-lysis binding of cGAS to cellular structures is reflected in the biochemical 

analysis, which prevents the biological interpretation of the results. 

 To understand which cellular structure induces the flotation of recombinant cGAS protein, 

we used recombinant cGAS N-terminal domain (cGAS N) and C-terminal domain (cGAS∆N) 

instead of full-length protein. Intriguingly, while cGAS ∆N protein migrated to light density fractions, 

cGAS N did not (Figure S3H). Because cGAS∆N contains DNA binding domain101, we 
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hypothesized that binding of DNA that remains in PNS induces cGAS protein flotation. To test 

whether DNA induces recombinant cGAS protein flotation, we incubated cGAS protein and 100 

bp interferon stimulatory DNA (ISD) and then performed the assay. As a result, the presence of 

ISD induced cGAS flotation even in the absence of PNS (Figure S3I). Moreover, this flotation of 

cGAS-DNA complex was resistant to 1% TritonX-100 but sensitive to 2% SDS (Figure S3J), which 

was consistent to the results in Figure S3E. cGAS has been reported to undergo phase separation 

to form liquid-like large oligomers with DNA, which is inhibited by the high concentration of sodium 

chloride (NaCl)195. To test whether cGAS-DNA complex that migrates to the light density fractions 

is liquid-like condensates, we incubated recombinant cGAS protein and ISD in the presence of 

high concentration of NaCl. As a result, NaCl prevented recombinant cGAS protein from floating 

even in the presence of ISD, suggesting that the cGAS-DNA complex harbors the property of 

liquid-like droplets (Figure S3K). Surprisingly, this cGAS-DNA oligomer was resistant to 

Benzonase even at the concentration that degrades free DNA (Figure S3L and M).   

Therefore, these data altogether suggested that cGAS-DNA condensation formed after 

cell homogenization even in the presence of Benzonase is reflected in the biochemical analysis, 

which disturbs the understanding of subcellular localization of cGAS.  

These results led us to study cGAS localization by live cell confocal imaging as an 

alternative approach. Live cell confocal imaging of C-terminally GFP-tagged hcGAS in iBMDMs 

revealed that hcGAS∆N localized in the mitochondria, while FL hcGAS-GFP was distributed in 

either the cytosol or the nucleus (Figure 2.4B and C). Interestingly, when an N-terminal GFP or 

HA tag was placed onto hcGAS∆N, mitochondrial localization was abolished (Figure 2.4D). 

Similarly, N-terminally tagging hcGAS∆N abolished IFN activities, as described in Figure 2.2E. 

These findings are consistent with a recent study by Chen and colleagues in human cells 210. We 

reasoned that if mitochondrial localization was important for hcGAS∆N signaling, forcing its 

localization to distinct subcellular locations should prevent IFN activities. We therefore engineered 
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hcGAS∆N to contain C-terminal membrane localization sequences that direct this protein to the 

outer mitochondrial membrane (OMM), the peroxisomes, or the ER. This was accomplished by 

appending onto hcGAS∆N transmembrane domains from MAVS (OMM), Pex13 (peroxisomes) or 

VAMP2 (ER). When expressed via Dox in iBMDMs, none of the membrane-targeted hcGAS∆N 

proteins induced type I IFN responses (Figure 2.4E-G). These data indicate that restricting 

hcGAS∆N from access to mitochondria prevents self-DNA reactivity. 

To determine if mitochondrial localization was also linked to self-DNA responses induced 

by other classes of cGAS in nature, we examined the localization of orangutan cGAS∆N (Class 

1) and FL mcGAS (Class 2), both of which are self-DNA reactive, and the inactive chimpanzee 

cGAS∆N protein (Class 3). Like its human counterpart, orangutan cGAS∆N localized to 

mitochondria, suggesting that IFN activities and mitochondrial localization are a common feature 

of class 1 cGAS proteins (Figure 2.4H). Interestingly, we found that mouse FL cGAS, which is 

self-DNA reactive, was not localized to mitochondria (Figure 2.4I and J) and chimpanzee 

cGAS∆N, which is not self-DNA reactive, was localized to mitochondria (Figure 2.4K). Therefore, 

the correlation of mitochondrial localization and signaling activity of cGAS∆N perfectly explains 

the activities of Class 1 cGAS proteins, but not those of Class 2 or 3. These results suggest that 

the regulation of self-DNA reactivity for each class of cGAS proteins may differ from each other. 
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Figure 2.4. Mitochondrial localization and signaling activities of cGAS 

(A) cGAS production of cGAMP in vitro with purified components. Recombinant cGAS proteins, 

including FL hcGAS, hcGAS∆N (160-522 a.a.), FLAG-hcGAS∆N, FL mcGAS, mcGAS∆N (148-

507 a.a.), orang cGAS∆N, and chimp cGAS∆N, were activated with indicated double-stranded 

DNA. cGAMP formation was monitored by incorporation of [ɑ-32P] ATP. Reactions were visualized 

by treating with alkaline phosphatase and separating by thin-layer chromatography. (B) Live 

confocal micrographs of C-terminally GFP-tagged human FL cGAS or cGAS∆N. Representative 

cell images are shown. (C) Cell counting in (B). Cells with nuclear, cytosolic, and mitochondrial 

cGAS localization were counted and the ratio was calculated. (D) Live confocal micrographs of 

human cGAS∆N with indicated tags. Representative cell images are shown. (E and F) Real-Time 

qRT-PCR analysis of Ifnb (E) and Rsad2 (F) mRNAs in iBMDMs treated with Dox to induce 

expression of hcGAS∆N with indicated localization tags. (G) Immunoblot analysis of iBMDM 

lysates treated as in (E) and (F). The asterisk indicates non-specific bands. (H) Live confocal 

micrographs of C-terminally GFP-tagged orangutan (orang) FL cGAS or cGAS∆N. 

Representative cell images are shown. (I) Live confocal micrographs of C-terminally GFP-tagged 

mouse FL cGAS or cGAS∆N. Representative cell images are shown. (J) Cell counting in (I). Cells 

with nuclear, cytosolic, and mitochondrial cGAS localization were counted and the percentages 

of each localization pattern were calculated. (K) Live confocal micrographs of C-terminally GFP-

tagged chimpanzee (chimp) FL cGAS or cGAS∆N. Representative cell images are shown. Scale 

bars in all the images indicate 2 µm. Green signals indicate GFP, and red signals indicate 

mitochondria in all the merged images. Images and immunoblot data are representative from 

three independent experiments. Graph data are means ± SEM of three independent experiments. 

Statistical significance was determined by two-way ANOVA and Tukey’s multicomparison test. 

Asterisks indicate the statistical significance between connected two bars. *P < 0.05; **P < 0.01; 

***P < 0.001. 
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2.4.5. Viral protease-mediated release of Class 1 cGAS∆N induces type I IFN responses 

The N-terminal domains of human and mouse cGAS display DNA binding and liquid 

droplet-forming activities, which are thought to synergize with similar activities in the C-terminal 

catalytic domain to maximize cGAS responses to DNA195. Studies of Class 2 (mouse) cGAS 

support this model, as deletion of the N-terminal domain renders cGAS less reactive to DNA in 

vitro195,322 and less inflammatory in cells, as compared to FL mcGAS (Figure 2.3B-D). However, 

this theme displays inconsistencies when considering Class 1 human cGAS. cGAS∆N from 

humans is less DNA reactive than FL hcGAS in vitro195,322, but hcGAS∆N is more inflammatory 

within cells (Figure 2.1A-C). The relative contributions of the N- and C-termini to cGAS functions 

within cells have only been studied in isolation, where cells were engineered to express either of 

these domains (not both). 

We reasoned that if the primary function of the N-terminal domain of cGAS was to promote 

DNA binding, then the C-terminal catalytic domain would be less functional in the presence of a 

separate polypeptide encoding its N-terminal domain, as these domains would compete for the 

same DNA ligands. Alternatively, the mitochondrial localization model would predict that the N-

terminal domain could only prevent DNA-induced IFN responses if it was physically attached to 

the catalytic domain. To test these predictions, we generated a hcGAS transgene that contains a 

T2A ribosome skip sequence333,334 between the N-terminal domain (hcGAS N) and hcGAS∆N 

(Figure 2.5A). Thus, a single mRNA would operate as a bicistronic message that produces hcGAS 

N and hcGAS∆N upon translation. We found that Dox-mediated expression of this engineered 

cGAS within iBMDMs produced hcGAS∆N, indicating T2A functionality, and also led to the 

production of the ISG viperin (Figure 2.5B). These results suggest that the N-terminal domain 

cannot inhibit cGAS∆N signaling activity when these domains are separate polypeptides. These 

data therefore support the idea that the activities present in the C-terminal catalytic domain are 

sufficient to stimulate IFN responses, and that a central function of the N-terminal domain may be 

to prevent localization of the C-terminus to self-DNA. 
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Our ability to induce self-DNA reactivity by hcGAS∆N, even within cells that contain cGAS 

N, raised the possibility that other means of dissociating these domains would stimulate IFN 

production. In this regard, we considered the protein NLRP1, which has emerged as a cytoplasmic 

sensor of viral and bacterial proteases 323-326. Cleavage of NLRP1 by pathogen proteases leads 

to the induction of inflammasome-mediated cell death. In this regard, NLRP1 is considered a 

guard protein, as opposed to a PRR, with the latter detecting conserved microbial products and 

the former detecting virulence factor activities 335,336. No examples of an IFN-inducing sensor of 

viral protease activity exists. Given that the T2A-mediated separation of the cGAS N- and C-

termini was sufficient to trigger IFN responses, it was possible that cGAS can be engineered to 

operate as an IFN-inducing sensor of viral protease activity. Hepatitis C virus (HCV) is a 

hepatotropic virus that possesses the protease NS3/4A. This protease is immune-evasive, based 

on its ability to cleave the RIG-I like receptor (RLR) signaling adaptor MAVS off membranes 246. 

In Figures 2.4E-G, we anchored hcGAS∆N to the outer mitochondrial membrane (OMM) using 

the transmembrane domain of MAVS, which contains the NS3/4A cleavage site. Therefore, we 

hypothesized that this hcGAS∆N-OMM protein would be cleaved by NS3/4A, leading to the 

release of hcGAS∆N to the cytoplasm and subsequent IFN induction. To test this hypothesis, 

hcGAS∆N-OMM was stably expressed in iBMDMs that encoded a Dox-inducible NS3/4A 

transgene (Figure 2.5C). Expression of hcGAS∆N-OMM in the absence of NS3/4A did not lead 

to any IFN activities, but Dox-mediated induction of NS3/4A stimulated some expression of Ifnb 

and Rsad2 mRNAs (Figure 2.5D, E). Endogenous MAVS in these cells was cleaved upon Dox 

treatment, confirming the proteolytic function of NS3/4A protein (Figure 2.5F). Notably, the 

induction of Ifnb and Rsad2 mRNAs was enhanced substantially when orangutan cGAS was used 

instead of hcGAS in these assays (Figure 2.5D, E). Orangutan cGAS∆N-OMM enabled the 

detection of viperin production and IP-10 secretion upon expression of NS3/4A, which hcGAS∆N-

OMM barely induced (Figure 2.5F, G). Furthermore, and consistent with the importance of 

mitochondrial localization of Class 1 cGAS∆N for self-DNA reactivity, the addition of FLAG-tag to 

these cGAS constructs abolished IFN responses upon NS3/4A expression (Figure 2.5D-G). All 
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Dox-inducible activities were mediated by the protease activity of NS3/4A, as no changes in IFN 

activities were observed in cells that produced catalytically dead NS3/4A mutant (Figure 2.5D-G). 

These collective data validate the model that the N-terminal domain of Class 1 cGAS proteins 

prevents self-DNA reactivity and reveal a synthetic biology-based strategy to redesign this PRR 

into a PRR-guard hybrid, which operates as an IFN-inducing sensor of viral protease activities. 
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Figure 2.5. Design of synthetic cGAS as a PRR-guard hybrid that responds to a viral 
protease 

(A) Schematic designs of cGAS constructs with T2A ribosome skip consensus sequences. FLAG-

cGAS N-T2A-∆N-HA is separated upon translation at the indicated arrow. (B) Immunoblot 

analysis of lysates of iBMDMs treated with Dox for 8 hours to induce expression of cGAS 

constructs shown in (A). (C) Schematic design of cGAS-outer mitochondrial membrane (OMM) 

construct and the cleavage by NS3/4A protease. (D and E) Real-Time qRT-PCR analysis of Ifnb 

(D) and Rsad2 (E) mRNAs in cGAS-expressing iBMDMs treated with Dox for 24 hours to induce 

expression of WT or mutant NS3/4A proteases. Cells stably expressed indicated human cGAS 

(hcGAS) or orangutan cGAS (ocGAS) constructs. (F) Immunoblot analysis of iBMDMs treated as 

in (D) and (E). (G) IP-10 ELISA analysis of iBMDM cell culture supernatant in (D) and (E). 

Immunoblot data are representative from three independent experiments. Graph data are means 

± SEM of three independent experiments. Statistical significance was determined by two-way 

ANOVA and Tukey’s multicomparison test. Asterisks indicate the statistical significance between 

connected two bars. *P < 0.05; **P < 0.01; ***P < 0.001. 

2.5. Discussion 

Because the amino acid sequence of cGAS is highly conserved throughout evolution, 

studies have been largely based on the assumption that the regulatory mechanisms of cGAS in 

one species hold true for another. In this study, while we confirmed the self-DNA reactivity of the 

human cGAS catalytic domain, we also identified the evolutionary diversity of cGAS regulation. 

These results allowed us to stratify the regulation of self-DNA reactivity of mammalian cGAS into 

three classes (Figure 2.3K). Class 1 cGAS in human and the NHPs orangutan, gibbon, and 

marmoset contains an N-terminal domain that restricts the otherwise self-DNA-reactive catalytic 

domain. Class 2 cGAS in mouse is the opposite – the N-terminus is required to promote self-DNA 

reactivity. Class 3 cGAS in other NHPs (chimpanzee, white-handed gibbon, crab-eating macaque, 

and rhesus macaque) displayed no evidence of an ability to react to self-DNA. This diversity may 

have derived from unique host-pathogen conflicts in each mammalian species throughout 



66 
 

evolution, resulting in differential means of DNA detection and consequently, self-DNA reactivity. 

Moreover, these observations are intriguing from a clinical perspective, as animal models 

including mouse, chimpanzee, and rhesus macaque are often components of therapeutic 

development pipelines. 

Our mechanistic analysis revealed an exquisite sensitivity of the N-terminus of human 

cGAS∆N for self-DNA responsiveness, as adding greater than two amino acids onto the N-

terminus was sufficient to abolish IFN activities. These findings may be considered from the 

perspective of the common use of N-terminal epitope tags to study FL and cGAS∆N functions, 

which we now consider to be the cause of much conflicting literature. Future studies should 

consider the position of the epitope tags to be as important an experimental variable as the 

species of the cGAS protein under investigation. 

Our finding of hcGAS∆N localization to mitochondria is consistent with a recent study 

reporting that human cGAS∆N triggers IFN responses upon localization to these organelles 210. 

While these findings explain the operation of human cGAS and other Class 1 cGAS proteins, we 

found that cGAS proteins in other classes do not follow this rule of self-DNA reactivity. Indeed, FL 

mcGAS (Class 2) induces IFN responses without localizing to mitochondria and chimpanzee 

cGAS∆N (Class 3) does not trigger these responses even though it localizes to mitochondria. 

Given that cGAS proteins in all three classes react with DNA and synthesize cGAMP in vitro, 

these findings emphasize the diversity of cGAS regulation that is best revealed from studies within 

cells. The rules that govern cGAS in Class 2 and Class 3 activities were not revealed in this study 

and warrant future investigation. 

Finally, our redesign of two Class 1 cGAS proteins into PRR-guards that can use self-DNA 

reactivity as a functional output of viral protease detection is noteworthy. Viral proteases, 

particularly NS3/4A, are naturally immune-evasive because they cleave host signaling proteins to 

inactivate PRR-induced responses to infection. Classic therapeutic strategies to target viral 

proteases involve inhibition, which results in selective pressure for viral escape mutants. Rather 

than inhibiting viral proteases, our redesigned cGAS has forced the normally immune-evasive 
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NS3/4A protease to operate as an immunostimulant, which offers several opportunities for further 

study in the context of infection. These findings provide a mandate to consider synthetic biology-

based strategies to alter the host-pathogen conflicts that determine infectious outcome.   
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3.1. Abstract 

Peroxisomes are the highly dynamic organelles and, like mitochondria, play essential roles in cell 

metabolism such as oxidation of very long-chain fatty acids (VLCFAs) and branched-chain fatty 

acids (BCFAs). While mitochondria, which oxidize short-, medium-, and long-chain fatty acids 

(SCFAs, MCFAs, and LCFAs, respectively), have been revealed to regulate innate immune 

responses, the roles of peroxisomes and their metabolism remain unclear. Here, we genetically 

depleted peroxisomal protein components in macrophages and revealed that the peroxisomal 

activities are required for the innate immune responses to a wide variety of PAMPs. Moreover, 

we also found that pristanic acid, a BCFA substrate of peroxisomal a-oxidation, inhibits Toll-like 

receptor 4 (TLR4)-mediated production of interleukin-1b (IL-1b) but potentiates type I interferon 

(IFN) responses to Toll-like receptor (TLR) and RIG-I-like receptor (RLR) agonists. Pristanic acid 

activated histone deacetylase (HDAC) activity, which was required for cGAS-STING pathway-

mediated type I IFN induction. Therefore, pristanic acid reprograms macrophages from an 

inflammatory state to an antiviral state, suggesting an immunoregulatory function of peroxisomal 

metabolism. The immunomodulatory effects of other substrates of peroxisomal metabolisms need 

to be further investigated to comprehensively understand the roles of peroxisomes in the innate 

immune responses. 

3.2. Introduction 

Peroxisomes are highly dynamic single membrane-bound organelles in eukaryotic cells. 

These organelles play essential roles in cell metabolisms such as reactive oxygen species (ROS) 

detoxification and fatty acid oxidation (FAO) in corporation with mitochondria241. While 

mitochondria are responsible for the oxidation of short-, medium-, and long-chain fatty acids 

(SCFAs, MCFAs, and LCFAs, respectively), very long-chain fatty acids (VLCFAs, 22 or longer 

carbons) and branched-chain fatty acids (BCFAs) are first oxidized in peroxisomes and then 

transported to the mitochondria for further oxidation241,301.  
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Cells are equipped with pattern recognition receptors (PRRs) that elicits innate immune 

responses upon recognition of pathogen-associated molecular patterns (PAMPs) and damage-

associated molecular patterns (DAMPs)2,337. Mitochondria have been revealed to regulate these 

PRR-mediated cytokine production, both by providing the signaling platforms and through cell 

metabolism244. For example, mitochondrial antiviral signaling (MAVS, also known as IPS-1, Cardif, 

VISA) is the adaptor protein in the RIG-I-like receptor (RLR) signaling, which forms oligomers on 

the mitochondrial membrane upon activation and further recruits and activate the downstream 

transcriptional pathways51-54. Also, mitochondria produce ROS upon damages, which triggers the 

oligomerization of adaptors in various PRR signaling pathways242. Moreover, mitochondrial FAO 

has been found to be required for and further promote type I interferon (IFN) responses283. 

Although the mechanisms in which mitochondrial FAO supports innate immune responses have 

not been fully uncovered, these mechanisms include not only through adenosine triphosphate 

(ATP) production but also by modulating the balance of immunomodulatory fatty acids. Indeed, 

many mitochondrial FAO substrate fatty acids have been reported to regulate innate immune 

responses, such as SCFA butyrate and LCFA palmitate, which inhibits and promotes 

proinflammatory cytokine expression, respectively290-292,295. Despite the consensus that the 

mitochondria play essential roles in innate immune responses, the roles of peroxisomes, the 

counterpart of mitochondria in cell metabolism, are largely unexplored. 

Recently, our group has identified the peroxisomal localization of MAVS, which was 

functional in the IFN responses against RNA viruses56. Peroxisomal MAVS induces the 

expression of interferon-stimulated genes (ISGs) faster than mitochondrial MAVS does, and this 

induction is dependent on type III IFN rather than type I IFN56,316. Although the differentiation 

between type I and III IFN by peroxisomal and mitochondrial MAVS is controversial as another 

group has shown both type I and III IFN are induced by MAVS on both organelles317, the view of 

peroxisomes as the platform of PRR responses is now widely accepted243. Also, although studies 
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have investigated into the roles of peroxisomal metabolism in innate immunity by genetically or 

pharmacologically modulating peroxisomal biogenesis, these studies have shown conflicting 

results318,319. While Di Cara et al. showed that peroxisomal ROS detoxification is required for 

bacterial phagocytosis and antimicrobial peptide production319, Vijayan et al. found that 

peroxisomes negatively regulate TLR4 responses in macrophages318. Therefore, the roles of 

peroxisomes and their metabolisms in the innate immune responses are totally unclear. 

In this study, by genetically depleting peroxisomes or their lumen proteins, we reveal that 

peroxisomal metabolisms are required for TLR, RLR, and NLRP3 inflammasome-mediated 

cytokine responses. Moreover, we identified pristanic acid, a BCFA that is substrate of 

peroxisomal FAO, as the inhibitor of TLR4-induced inflammatory cytokine production and the 

promoter of TLR- and RLR-mediated type I IFN responses. Pristanic acid-induced IFN responses 

was mediated by the activation of histone deacetylase (HDAC). These findings shed light on the 

novel roles of BCFA in immune reprogramming of macrophages and indicate the 

immunomodulatory roles of peroxisomes as the organelles that metabolizes BCFAs. Because 

peroxisomes metabolize a wide variety of molecules, further investigations are warranted for the 

comprehensive understanding of the immune regulation by peroxisomes. 

3.3. Materials and Methods 

3.3.1. Study design 

The aim of this study was to investigate the roles of peroxisomes in the innate immune 

responses. We investigated the cytokine responses in mouse macrophages which are genetically 

depleted peroxisomes or their matrix proteins, as well as cells treated with pristanic acid. Sample 

sizes for each experiment are indicated in the figure legends. 
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3.3.2. Cell culture 

Immortalized bone marrow-derived macrophages (iBMDMs) and human embryonic 

kidney (HEK) 293T cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM, Gibco) 

supplemented with 10% fetal bovine serum (FBS, Gibco), referred to as complete DMEM, at 37ºC 

in 5% CO2. For passage, iBMDMs were lifted using phosphate buffered saline (PBS, Gibco) 

supplemented with 2.5 mM ethylenediaminetetraacetic acid (EDTA, Invitrogen) and plated at 

dilution 1:10. HEK293T cells were grown under the same conditions as iBMDMs but were 

passaged by washing with PBS and lifting with 0.25% Trypsin-EDTA (Gibco) with a 1:10 dilution. 

THP-1 cells were grown in suspension culture using RPMI-1640 media (Lonza) supplemented 

with 10% FBS, referred to as complete RPMI-1640, at 37°C in 5% CO2. For passage, cells were 

split at a dilution of 1:5. 

For treatment of cells with phytanic acid (MilliporeSigma), pristanic acid (MilliporeSigma), 

GW6471 (MilliporeSigma), and trichostatin A (TSA, MilliporeSigma) was added in the cell culture 

media for 24 hours unless indicated otherwise. Ethanol (MilliporeSigma) was used as the negative 

control for pristanic acid and phytanic acid, and dimethyl sulfoxide (DMSO, MilliporeSigma) was 

used as the negative control for GW6471 and TSA. 

For treatment of cells with PAMPs, lipopolysaccharide (LPS, Invivogen) and nigericin 

(Invivogen) were added to the cell culture media. Calf thymus DNA (CT-DNA) (Invivogen) was 

mixed with Lipofectamine 2000 (Invitrogen) at 1:2 ratio in Opti-MEM (Gibco) and incubated for 5 

minutes before addition to the cell culture media. 

3.3.3. Generation of CRISPR-Cas9-mediated knockout (KO) cells 

For cloning, the sense and antisense oligonucleotides containing guide RNA (gRNA) 

sequences and AfeI/SbfI restriction sites were purchased from Integrated DNA Technologies, and 

the equal molar ratios of sense and antisense oligonucleotides were annealed in water on PCR 

block (95ºC for 1 minute, then drop 5°C every minute to 10°C). Oligonucleotide duplexes were 

then subcloned into AfeI/SbfI-digested pRRL-Cas9-Puro vector (kindly provided by Dr. D. 



73 
 

Stetson) using In-Fusion Snap Assembly Master Mix (TakaraBio). gRNAs targeting mouse genes 

used in this study are as follows: Pex19 #1: GCGGCTGCTGAGGAAGGTTG, Pex19 #2: 

GCTGAGGAAGGTTGCGGTGT, Pex19 #3: GCCCGAGTTCTGCAGCTCAG, Pex14 #1: 

GGCACCACATTTTCACTTCC, Pex14 #2: GCCGGACCCGAGAATTCTGT, Pex14 #3: 

GGCAGAGCCCACTTGCGACC, Pex5: GACAAGGCCCTTCGGCAGGA, Pex7: 

GCCGCATAGCCGTGGCGGCC 

To generate lentiviral particles for the stable expression of Cas9 and gRNAs, HEK293T 

cells were transfected with the packaging plasmids psPAX2 and pCMV-VSV-G along with the 

gRNAs-containing pRRL-Cas9-Puro vector using Lipofectamine 2000 (Invitrogen). Plasmids were 

transfected into 10 cm2 dishes of HEK293Ts at 50%–80% confluency using Lipofectamine 2000 

by mixing DNA and Lipofectamine 2000 ratio at 1:2. Media was changed on transfected 

HEK293Ts 16-24 hours after transfection, and virus-containing supernatants were harvested 24 

hours following the media change. Viral supernatants were passed through a 0.45 µm filter to 

remove any cellular debris. Filtered viral supernatants were mixed with polybrene (Millipore) and 

placed directly onto target cells, followed by the spinfection (centrifugation at 1,250 x g for 1 hour). 

Cell culture media were replaced with the appropriate complete media and cells were incubated 

for 24 hours. Spinfection with the viral supernatants was repeated on the following day. Cells with 

successful Cas9 and gRNA insertion were selected using puromycin (Gibco) and pooled cell 

culture was used in each assay.  

3.3.4. Generating cells with stable gene expression 

cDNAs of Pex11b and GFP-PTS1 were amplified by polymerase chain reaction (PCR) 

using oligonucleotide primers containing restriction enzyme digestion sites. Amplified cDNAs 

were inserted in pLenti-CMV-GFP-Puro, gifted by Eric Campeau & Paul Kaufman (Addgene 

plasmid # 17448; http://n2t.net/addgene:17448; RRID: Addgene 17448) 329, in replacement of 
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GFP using XbaI and SalI. All constructs generated here were sequence-confirmed by Sanger 

sequencing. 

To generate lentiviral particles for the stable expression of transgenes, HEK293T cells 

were transfected with the packaging plasmids psPAX2 and pCMV-VSV-G along with the 

transgene in pLenti-CMV-GFP-Puro using Lipofectamine 2000 (Invitrogen). pCMV-VSV-G was a 

gift from Bob Weinberg (Addgene plasmid # 8454 ; http://n2t.net/addgene:8454 ; 

RRID:Addgene_8454) 328. psPAX2 was a gift from Didier Trono (Addgene plasmid # 12260; 

http://n2t.net/addgene:12260; RRID: Addgene_12260). Plasmids were transfected into 10 cm2 

dishes of HEK293Ts at 50–80% confluency using Lipofectamine 2000 by mixing DNA and 

Lipofectamine 2000 at 1:2 ratio. Media was changed on transfected HEK293Ts 16–24 hours after 

transfection, and virus-containing supernatants were harvested 24 hours following the media 

change. Viral supernatants were passed through a 0.45 µm filter to remove any cellular debris. 

Filtered viral supernatants were mixed with 5 µg/mL polybrene (MilliporeSigma) and placed 

directly onto target cells, followed by the spinfection (centrifugation at 1,250 × g, 30°C for 1 hour). 

Cell culture media were replaced with the appropriate complete media and cells were incubated 

for 24 hours. Spinfection with the viral supernatants was repeated on the following day. Cells with 

successful transgene incorporation were selected using puromycin (Gibco) and pooled cell culture 

was used in each assay.  

3.3.4. Real-Time quantitative reverse transcription (qRT-) PCR 

RNA was isolated from cells using Qiashredder (QIAGEN) homogenizers and the 

PureLink Mini RNA Kit (Life Technologies) and treated with subsequently DNase I (Invitrogen) to 

remove genomic DNA. Relative mRNA expression was analyzed using the TaqMan RNA-to-Ct 

1-Step Kit (Thermo Fisher Scientific) with indicated Taqman probes (Thermo Fisher Scientific) on 

a CFX384 Real-Time Cycler (Bio-Rad Laboratories). Each CT value was normalized with the 

mRNA expression of the control genes (RPS18 for human and Rps18 for human) and the relative 

mRNA abundance was calculated by the ∆∆CT method. Taqman probes used in this study are as 
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follows: Ifnb (mouse): Mm00439552_s1, Rsad2 (mouse): Mm00491265_m1, Rps18 (mouse): 

Mm02601777_g1, IFNB (human): Hs01077958_s1, RSAD2 (human): Hs00369813_m1, RPS18 

(human): Hs01375212_g1. 

3.3.5. Immunoblotting analysis 

Cells were lysed with RIPA buffer (50 mM Tris-HCl, pH7.5, 150 mM NaCl, 1% TritonX-

100, 0.5% sodium deoxycholate, 0.1% sodium dodecyl sulfate (SDS), which was supplemented 

with cOmplete, Mini, EDTA-free Protease Inhibitor Cocktail [Roche] before use) and the lysates 

were centrifuged at 4°C, 16,000 × g for 10 minutes. Supernatants were mixed with 6X SDS 

sample buffer supplemented with Tris(2-carboxyethyl)phosphine hydrochloride (TCEP, Thermo 

Fisher Scientific) and boiled at 100°C for 5 minutes. Samples were separated by SDS-PAGE and 

transcribed to PVDF membrane by Immunoblotting. PVDF was blocked with 5% skim milk for 1 

hour and probed with indicated primary antibodies over night at 4°C, followed by secondary 

antibodies (1:2000 dilution) for 1 hour. Primary antibodies used in this study include viperin 

(1:1000 dilution, MilliporeSigma), b-Actin (1:1000 dilution, Cell Signaling Technology), cGAS 

(1:1000 dilution, MilliporeSigma), STING (1:1000 dilution, Cell Signaling Technology), PEX14 

(1:1000 dilution, GeneTex), and catalase (1:200, Santa Cruz). Secondary antibodies for human, 

mouse, and rat immunoglobulins (IgGs) were purchased from Rockland Immunochemicals. 

3.3.6. Microscopic analysis of peroxisomes 

For immunofluorescence analysis, cells were fixed with 2% paraformaldehyde (PFA, 

Electron Microscopy Sciences) in PBS for 15 minutes at room temperature. Then, cells were 

permeabilized with 0.1% Triton X-100 in PBS for 10 minutes, followed by the incubation overnight 

in the blocking buffer (2% goat serum, 50mM ammonium chloride in PBS) at 4°C. The primary 

antibodies against Pex14 (GeneTex) were diluted in the blocking buffer and incubated with the 

cells overnight at 4°C. Antibody binding was detected by secondary antibodies conjugated to 

AlexaFluor 488 or 594 (Life Technologies). Nuclei were stained with DAPI (Thermo Scientific). 

Confocal images were acquired using a spinning disk confocal head (CSU-X1, Perkin Elmer Co., 
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Boston, MA) coupled to inverted Zeiss Axiovert 200M microscope equipped with a 63X lens (Pan 

Apochromat, 1.4 NA). The imaging system operates under control of SlideBook 6 (Intelligent 

Imaging Innovations Inc, Denver, CO). 

For imaging of GFP-PTS1 expression, live cells cultured on 12-well plates were examined 

by Eclipse TS100 (Nikon) and images were captured using NIS-Elements F software. 

3.3.7. HDAC assay 

HDAC activity was measured using HDAC Activity Colorimetric Assay Kit (BioVision) 

following manufacture’s instruction. Briefly, pristanic acid, phytanic acid, or TSA were incubated 

at 37°C for 1 hour with HeLa nuclear extract and HDAC substrate provided in the kit. After 

stopping the reaction by adding Lysine developer, absorbance at 400 nm was measured. 

3.3.8. Quantification and statistical analysis 

Statistical significance was determined by one-way analysis of variance (ANOVA) with 

Tukey’s multiple comparison test. P < 0.05 was seen as statistically significant. All statistical 

analyses were performed using GraphPad Prism data analysis software. All experiments were 

performed at least three times, and the graph data with error bars indicate the means with the 

standard error of the mean (SEM) of all repeated experiments.  

3.4. Results 

3.4.1. Peroxisomes are required for PRR-mediated cytokine production 

The biogenesis of peroxisomes is mediated by peroxin (Pex) family proteins, which 

transport peroxisomal membrane and matrix proteins from cytosol301,305,311,312. Pex19 is a 

chaperon that recruits peroxisomal membrane proteins, while Pex14 is responsible for the import 

of the matrix proteins305,309,311,338. To deplete peroxisomes, we silenced the expression of Pex19 

and Pex14 genes in mouse immortalized bone marrow-derived macrophages (iBMDMs) using 

CRISPR/Cas9-mediated gene editing technique. Pex19 protein was not detected in the 

immunoblotting analysis of gRNA-delivered cells, validating the efficiency of Pex19 gene knockout 
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(KO) (Figure 3.1A). To further confirm that these cells are devoid of peroxisomes, we stably 

expressed green fluorescence protein (GFP) fused with peroxisomal targeting signal 1 (PST1) 

(GFP-PTS1). Because PTS1 is recognized by Pex5 and imported into peroxisomal matrix307,310, 

GFP-PTS1 localizes in peroxisomes in the control cells (Figure 3.1B). In contrast, Pex19-deficient 

cells showed cytosolic distribution of GFP-PTS1, indicating the lack of peroxisomes (Figure 3.1B).  

To examine the roles of peroxisomes in innate immune responses, we stimulated Pex19 

KO cells with lipopolysaccharide (LPS), a ligand for TLR4. As a result, the production of proIL-1b 

was attenuated in the absence of Pex19, while the amount of tumor necrosis factor alpha (TNFa) 

was not affected (Figure 3.1C and D). Consistently, the secretion of mature IL-1b upon the 

treatment with LPS and nigericin, a potassium ionophore that stimulates NLRP3 inflammasome, 

was attenuated in Pex19 KO iBMDMs (Figure 3.1E). Next, we generated Pex14 KO iBMDMs, 

which retain peroxisomal membranes but lack matrix proteins, to examine the roles of 

peroxisomal functions in these PRR responses. Pex14-deficient cells showed cytosolic diffusion 

of GFP-PTS1, validating the loss of peroxisomal protein import machinery (Figure 3.1B). These 

cells showed reduced proIL-1b synthesis and mature IL-1b release upon TLR4 and NLRP3 

activation, respectively (Figure 3.1F, G), while they released comparable amount of TNFa (Figure 

3.1H). Similarly, Pex14 KO cells induce attenuated proIL-1b protein synthesis upon TLR2 agonist 

Pam3CSK4 (Figure S3A). Moreover, we examined IFN responses to RLR agonist poly (I:C) and 

cGAS agonist calf thymus DNA (CT-DNA) in Pex14-deficient iBMDMs. As a result, Pex14 KO 

cells induced less mRNA expression of Ifnb (encoding IFN-b, type I IFN), Ifnl2/3 (encoding IFN-

l, type III IFN), and Rsad2 encoding interferon-stimulated gene (ISG) viperin (Figure S3B-D). 

Therefore, these results suggested that peroxisomes, particularly their matrix proteins, are 

required for antiviral responses and a subset of proinflammatory responses such as IL-1b 

production but not for other inflammatory cytokines such TNFa release.  
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Given the requirement for Pex14-mediated protein import in PRR responses, we further 

investigated into which peroxisomal matrix proteins are responsible for these responses. 

Peroxisomal lumen proteins are mainly categorized by PTS1-containing proteins and PTS2-

containing proteins, which are recognized by PTS receptors Pex5 and Pex7, respectively310. 

Therefore, we generated Pex5- and Pex7-deficient iBMDMs to examine the requirement for 

peroxisomal proteins containing each PTS. As a result, while the proIL-1b production upon LPS 

stimulation in Pex7 gRNA-expressing iBMDMs was unaffected, iBMDMs expressing Pex5-

targeting gRNA produced lower amount of proIL-1b, suggesting PTS1-containing proteins are 

required for inflammatory responses (Figure S3E).  
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Figure 3.1. Peroxisomes are required for innate immune responses to PAMPs 

(A) Immunoblot analysis of lysates from iBMDMs expressing Cas9 and gRNA targeting Pex19. 

(B) Microscopic images of GFP-PTS1 expressed in iBMDMs that contain indicated gRNAs. (C) 

Immunoblot analysis of lysates from Pex19 gRNA-expressing iBMDMs treated with LPS for 3 

hours. (D) ELISA analysis of TNFa released in the culture supernatant in (B). (E) ELISA analysis  
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Figure 3.1 (Continued) 

of IL-1b released in the culture supernatant of iBMDMs treated with LPS for 3 hours and nigericin 

for 1.5 hours. (F) Immunoblot analysis of Pex14 gRNA-expressing iBMDMs treated with LPS for 

3 hours. (G) ELISA analysis of IL-1b released in the culture supernatant of Pex14 gRNA-

expressing iBMDMs treated as in (E). (H) ELISA analysis of TNFa released in the culture 

supernatant of iBMDMs in (F). Graph data are means ± SEM of three independent experiments. 

Immunoblot data and micrographs are representative of three independent experiments. 

Statistical significance was determined by one-way ANOVA and Tukey’s multicomparison test. 

Asterisks indicate the statistical significance between connected two bars. ***P < 0.001. 

3.4.2. Pristanic acid rewires innate immune responses 

 Peroxisomes are responsible for the a-oxidation of BCFAs such as phytanic acid and 

pristanic acid, and the disturbance of peroxisomal function leads to the cytosolic accumulation of 

these fatty acids303,311. Both phytanic acid and pristanic acid are derived from dietary intake, but 

pristanic acid is also an intermediate of a-oxidation of phytanic acid303,339. Given that the 

substrates of the mitochondrial FAO demonstrate immunomodulatory properties290-292,295, we 

hypothesized that these fatty acids also could modulate PRR-mediated responses.  

To examine the effect of BCFAs on innate immune responses, iBMDMs are treated with 

phytanic acid or pristanic acid for 24 hours. As a result, pristanic acid increased the expression of 

Ifnb and Rsad2 but not Il1b mRNA, while phytanic acid did not induce expression of these 

cytokines (Figure 3.2A-C). Consistently, pristanic acid enhanced type I and III IFN responses 

during RLR activation by poly (I:C) delivered to the cytosol (Figure 3.2D and E). Similarly, 

treatment with pristanic acid enhanced the viperin protein synthesis upon LPS stimulation (Figure 

3.2F), while proIL-1b synthesis upon LPS treatment was rather reduced in pristanic acid-primed 

cells (Figure 3.2G). Surprisingly, however, type I IFN responses induced by cGAS agonist calf 
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thymus (CT)-DNA were not affected in these cells (Figure 3.2H and I). Altogether, these results 

suggest that pristanic acid inhibits proinflammatory responses but promotes antiviral responses. 

 

 

Figure 3.2. Pristanic acid promotes IFN responses and inhibits inflammatory responses 

(A-C) Real-Time qRT-PCR analysis of Ifnb (A), Rsad2 (B), and Il1b (C) mRNA in the iBMDMs 

treated with the indicated concentrations of pristanic acid or phytanic acid for 24 hours. (D and E) 

Real-Time qRT-PCR analysis of Ifnb (D) and Ifnl2/3 (E) mRNA in the iBMDMs treated with 30 µM 

pristanic acid for 24 hours and then transfected with 1 µg/mL poly (I:C) for 4 hours. (F and G) 

Immunoblot analysis of lysates from iBMDMs treated with 30 µM pristanic acid for 24 hours and 

10 ng/mL LPS for 3 hours. (H, I) Real-Time qRT-PCR analysis of Ifnb (H) and Rsad2 (I) mRNA in 

the iBMDMs treated with 30 µM pristanic acid for 24 hours and then transfected with 1 µg/mL CT- 
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Figure 3.2 (Continued) 

DNA for 4 hours. Graph data are means ± SEM of three independent experiments. Immunoblot 

data are representative of three independent experiments. Statistical significance was determined 

by one-way ANOVA and Tukey’s multicomparison test. Asterisks indicate the statistical 

significance between connected two bars. *P < 0.05; **P < 0.01. 

3.4.3. Pristanic acid induces IFN responses in a cGAS-dependent manner 

To determine through which PRR pathway pristanic acid induces IFN expression, we used 

MAVS- and cGAS-deficient iBMDMs, which lack functional RLR and cGAS-STING signaling, 

respectively. As a result, pristanic acid induced IFN responses in MAVS KO cells but not in cGAS 

KO cells (Figure 3.3A and B). cGAS-deficient cells induced Ifnb mRNA expression upon pristanic 

acid when cGAS expression was reconstituted by viral vector gene delivery, validating the 

requirement for cGAS in pristanic acid-induced IFN responses (Figure S4A). Furthermore, 

pristanic acid did not inhibit LPS-induced proIL-1b synthesis in iBMDMs lacking cGAS (Figure 

3.3C). Therefore, it is suggested that pristanic acid requires cGAS to rewire the innate immune 

profiles in macrophages. To examine whether STING, the adaptor protein in cGAS signaling, is 

also required, we used synthetic STING antagonist C-178340. Pretreatment of iBMDMs with C-

178 decreased type I IFN responses upon transfection with CT-DNA, validating the STING 

inhibitory function of this compound (Figure S4B). As a result, C-178 attenuated the transcription 

of Ifnb or Rsad2 mRNA upon pristanic acid treatment (Figure 3.3D and E). These data suggest 

that pristanic acid requires cGAS-STING pathway to rewire the innate immune responses. 
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Figure 3.3. cGAS-STING signaling is required for IFN responses to pristanic acid 

(A and B) Real-Time qRT-PCR analysis of Ifnb (A) and Rsad2 (B) mRNA in cGAS- or MAVS-

deficient iBMDMs treated with 30 µM pristanic acid for 24 hours. (C) Immunoblot analysis of 

lysates from wild type or cGAS-deficient iBMDMs treated with 30 µM pristanic acid for 24 hours 

and 10 ng/mL LPS for 3 hours. (D and E) Real-Time qRT-PCR analysis of Ifnb (D) and Rsad2 (E) 

mRNA in iBMDMs treated with 30 µM pristanic acid for 24 hours together with indicated 

concentrations of C-178. Graph data are means ± SEM of three independent experiments. 

Immunoblot data are representative of three independent experiments. Statistical significance 

was determined by one-way ANOVA and Tukey’s multicomparison test. Asterisks indicate the 

statistical significance between connected two bars. *P < 0.05; **P < 0.01; ***P < 0.001. 

To elucidate the mechanisms in which pristanic acid triggers cGAS-STING pathway 

activation, we examined the involvement of reported bioactivities of pristanic acid. Phytanic acid 

and pristanic acid have been reported to function as peroxisome proliferator-activated receptor 
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alpha (PPARa) agonists341. Therefore, we asked whether PPARa activation is required for cGAS 

activation by using PPARa antagonist GW6471. Co-treatment of GW6471 inhibited the induction 

of Ifnb and Rsad2 mRNA by pristanic acid, suggesting the requirement for PPARa activity (Figure 

3.4A and B). Because PPARa induces peroxisome proliferation342,343, we examined whether the 

treatment with pristanic acid proliferates peroxisomes in macrophages. As expected, pristanic 

acid increased the abundance of Pex14-positive structures (Figure 3.4C) and the amount of 

catalase protein (Figure 3.4D) in iBMDMs, indicating proliferation of peroxisomes. Interestingly, 

the increase in catalase protein abundance was not observed in cGAS-deficient cells (Figure 

3.4D). Also, LPS did not increase the abundance of catalase, suggesting that TLR activation does 

not proliferate peroxisomes (Figure 3.4D). Therefore, these results indicate that cGAS activity is 

required for pristanic acid-induced peroxisomal proliferation. To examine the effect of peroxisomal 

proliferation in type I IFN production, we stably induced the expression of Pex11b gene, which 

encodes Pex11b protein, in iBMDMs by lentivirus-mediated gene delivery. The overexpression of 

Pex11b leads to the elongation and subsequent fission of peroxisomes, therefore proliferates 

peroxisomes306,344,345. The delivery of Pex11b gene increased Pex14-positive structures in 

iBMDMs, indicating successful proliferation of peroxisomes (Figure 3.4E). However, these 

Pex11b-expressing iBMDMs expressed comparable levels of Ifnb and Rsad2 mRNA to the cells 

delivered empty vector, even in the presence of PRR ligands such as cytosolic poly (I:C) and LPS 

(Figure 3.4F-I). Also, Pex11b expression did not alter level of Il1b mRNA expression upon LPS 

treatment (Figure 3.4J). Therefore, these data suggest that the immune reprogramming by 

pristanic acid is not merely due to proliferation of peroxisomes. Altogether, these data suggest 

that pristanic acid triggers cGAS-STING-mediated IFN responses through PPARa activation, 

which subsequently induces peroxisomal proliferation. 
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Figure 3.4. Pristanic acid proliferates peroxisomes through cGAS activation 

(A and B) Real-Time qRT-PCR analysis of Ifnb (A) and Rsad2 (B) mRNA in iBMDMs treated with 

30 µM pristanic acid together with indicated concentrations of GW6471 for 24 hours. (C) 

Immunofluorescence analysis of Pex14 in iBMDMs treated with 30 µM pristanic acid for 24 hours. 

Green: Pex14, Blue: DAPI (nucleus). (D) Immunoblot analysis of lysates from iBMDMs treated 

with 30 µM pristanic acid for 24 hours and/or 10 ng/mL LPS for 3 hours. (E) Immunofluorescence 

analysis of Pex14 in iBMDMs stably expressing Myc-Pex11b with bicistronic GFP expression.  



86 
 

Figure 3.4 (Continued) 

Green: GFP, Red: Pex14. (F-H) Real-Time qRT-PCR analysis of Ifnb (F), Rsad2 (G), and Il1b 

mRNA in Pex11b-expressing iBMDMs treated with 10 ng/mL LPS for 3 hours. (I, J) Real-Time 

qRT-PCR analysis of Ifnb (I) and Rsad2 (J) mRNA in Pex11b-expressing iBMDMs transfected 

with 1 µg/mL poly (I:C) for 4 hours. Graph data are means ± SEM of three (A and B) or five (F-J) 

independent experiments. Immunoblot data and micrographs are representative of three 

independent experiments. Statistical significance was determined by one-way ANOVA and 

Tukey’s multicomparison test. Asterisks indicate the statistical significance between connected 

two bars. ***P < 0.001. 

3.4.4. Pristanic acid activates HDAC to stimulate cGAS-STING signaling 

Other reported activities of phytanic acid include the activation of HDAC346. Interestingly, 

several studies have found that the HDAC inhibitors such as butyrate and trichostatin A (TSA) not 

only regulate innate immune responses but also increase the abundance of peroxisomal 

proteins347,348. Therefore, we hypothesized that pristanic acid also has HDAC-regulating activity, 

thereby modulating innate immune responses. To test this hypothesis, we incubated the nuclear 

extract from HeLa cells with pristanic acid and measured HDAC activity. As a result, in contrast 

to HDAC inhibitor TSA that reduced histone deacetylation (Figure 3.5A), pristanic acid and 

phytanic acid increased the abundance of deacetylated histone in the nuclear extract (Figure 

3.5B). Moreover, the co-treatment with TSA abolished the increase in the type I IFN responses 

by pristanic acid (Figure 3.5C and D). These results therefore suggest the induction of type I IFN 

responses by pristanic acid is dependent on its HDAC activity.  
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Figure 3.5. Pristanic acid activates HDAC to stimulate cGAS 

(A and B) In vitro HDAC activity of 30 nM TSA (A), 30 µM pristanic acid, and 100 µM phytanic 

acid (B). (C and D) Real-Time qRT-PCR analysis of Ifnb and Rsad2 mRNA in iBMDMs treated 

with 30 µM pristanic acid together with 30 nM TSA. Graph data are means ± SEM of three 

independent experiments. Statistical significance was determined by one-way ANOVA and 

Tukey’s multicomparison test. Asterisks indicate the statistical significance between connected 

two bars. *P < 0.05; **P < 0.01 

3.5. Discussion 

 Despite the similarity of peroxisomes and mitochondria, the roles of peroxisomes in innate 

immune responses are largely unclear in contrast to mitochondria. By CRISPR/Cas9-mediated 

disruption of peroxisomal biogenesis, we found that peroxisomes play essential roles in the 

cytokine responses to both extracellular and intracellular PAMPs. Although it is still possible that 

the peroxisomal membrane structure or proteins are involved, we found Pex14, the peroxin 

responsible for peroxisomal protein import, was required for PRR responses, suggesting that the 

peroxisomal metabolism regulates these responses. Our further analysis revealed that the PTS1-
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containing peroxisomal proteins are likely responsible for the immune regulation. Future 

investigation is needed to screen PTS1-containing genes that regulate these PRR responses. 

Once the hit genes in the screening are obtained and validated, the roles of the peroxisomal 

metabolic functions, in which those genes are involved, in the innate immune responses will be 

further investigated. 

 Besides genetic manipulation of peroxisomal metabolism, this study also directly 

examined the roles of branched chain fatty acids as the substrates of peroxisomal FAO in the 

innate immune response of mouse macrophages. Interestingly, while pristanic acid restricted 

proinflammatory responses marked by IL-1b synthesis and release, it enhanced type I IFN 

responses induced by TLR and RLR ligands. Thus, pristanic acid functions not as just a positive 

or negative regulator of PRR responses, but rather rewires the innate immune profiles of 

macrophages. Our further analysis revealed the activation of PPARa-cGAS-STING pathway as 

the responsible mechanism of pristanic acid-triggered immune rewiring, while how PPARa 

activates cGAS remains elusive. In this study, we also found pristanic acid induces the 

proliferation of peroxisomes in a cGAS-dependent fashion. Considering the study showing type I 

IFN promotes mitochondrial FAO283, it is highly possible that the excessive presence of pristanic 

acid induce peroxisomal FAO that oxidizes it. This study also found that mitochondrial FAO 

enhances type I IFN responses283. As such, peroxisomal FAO may promote type I IFN responses 

in a similar manner. Contrary to this speculation, Pex11b-mediated peroxisomal proliferation did 

not enhance type I IFN responses in our study. Nevertheless, it is still possible that Pex11b-

mediated fission only increases the number of peroxisomes but not their protein contents and 

metabolic functions, which therefore did not test this hypothesis adequately. 

 We also discovered HDAC promoting activity of pristanic acid, which was required for type 

I IFN responses. This is consistent with that HDAC inhibitors attenuate PRR responses. 

Interestingly, cGAS protein itself is acetylated by HDAC, which is required for the signaling220,221. 
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Therefore, pristanic acid may also promote direct acetylation of cGAS, which needs future 

examination. Moreover, it is noteworthy that butyrate, a SCFA that is metabolized by mitochondria, 

functions as a HDAC inhibitor and inhibit cytokine responses292. Altogether, these results highlight 

the different roles of mitochondrial and peroxisomal FAO in the regulation of innate immune 

responses.   

 Overall, this study not only found the essential roles of peroxisomal functions in PRR 

response but also discovered the unique property of pristanic acid, a peroxisomal FAO substrate, 

that rewires macrophages from an inflammatory state to an antiviral state. Further investigation 

into the roles of other substrates and products of peroxisomal metabolism in the innate immune 

responses are needed to the comprehensive mechanism in which peroxisomes support various 

PRR signaling. Because peroxisomal dysfunction leads to severe lipotoxicity evidenced by the 

lethality of peroxisomal disorders that lack effective treatment, this and future studies will untangle 

the immunopathology of these disorders and therefore lead to the development of therapeutics.  

 

 

 

 

 

 

 

 

 



90 
 

 

 

 

 

 

 

3.                                                    Chapter 4: Discussion 

 

Kenta Mosallanejad1 

 

1Division of Gastroenterology, Boston Children’s Hospital, Harvard Medical School, 300 

Longwood Avenue, Boston, MA 02115, USA. 

 

 

 

 

 

 

 



91 
 

4.1. Overview 

In 1989, one year after when was born, Charles Janeway proposed the fundamental model of 

evolutionarily conserved non-self-pattern recognition in innate immunity, where he termed the 

receptors “pattern recognition receptors (PRRs)”349. Now I am 33 years old, and this model has 

been filled with many PRRs and pathogen-associated molecular patterns (PAMPs) since then. 

Now we know that each PRR response is tightly regulated by protein-based signal transductions. 

We know that these PRRs are also responsible for the detection of damage-associated molecular 

patterns (DAMPs). We know that these responses have a crosstalk with mitochondrial metabolism. 

Nevertheless, despite such advances in our understanding, this field is still not full of knowledge 

but rather full of questions. These questions include: Is the PRR-mediated PAMP or DAMP 

recognition really the same throughout the evolution? How about the roles of other organelles 

such as peroxisomes in these responses? Throughout my graduate training, I aimed to answer 

these questions. In this chapter, I will discuss what I have learned from my thesis work mainly 

regarding the self-DNA reactivity of cGAS in mitochondria and its diversity in evolution, as well as 

the roles of peroxisomal fatty acids in innate immunity. The discussion will be extended to what 

needs to be answered in the future investigations. 

4.2. cGAS 

4.2.1. Self-DNA reactivity in human cGAS revealed by the C-terminal epitope tags 

 cGAS responds to microbial DNA and induces STING and downstream signal activation 

to induce type I IFN responses350. As the DNA recognition by cGAS is largely sequence-

independent, cGAS is able to react to not only foreign DNA but also host-derived DNA174,175,184. 

Then, how is self-DNA prevented from being sensed by cGAS in normal cells? The answer in the 

past has been solely the spatial regulation of cGAS – cGAS localizes in the cytosol, where it 

encounters only foreign DNA but not nuclear or mitochondrial DNA. However, this simple answer 

has been revised by the recent findings that cGAS is also present in the nucleus, warranting the 
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additional explanations for the lack of reactivity of nuclear cGAS to chromosomal DNAs149,197,199,201. 

Currently proposed mechanisms of nuclear cGAS inhibition include the binding of nuclear proteins 

such as histone and BAF to cGAS and DNA, respectively, which competes with cGAS-DNA 

interaction202,205-209. However, how cGAS protein regulates the self-DNA reactivity by its internal 

domains has not been addressed yet. It was not until two years ago that the possibility of cGAS 

self-inhibition has been raised, when our group found that the deletion of cGAS N-terminal domain 

leads to the spontaneous activation of STING pathway200. This conclusion contradicted to other 

studies that had demonstrated the opposite – cGAS N-terminal domain is rather required for the 

signaling activity195,199. Therefore, this possible cGAS self-inhibition needs further examination 

and validation. 

 This thesis project not only validated our previous findings on the autoinhibitory 

mechanism of self-DNA reactivity by cGAS N-terminal domain but also revealed the technical 

reason why we and others led to the opposite results. N-terminal epitope tags used in other 

studies completely abolished the activity of human cGAS C-terminal domain (cGAS∆N)195,199, 

while C-terminal tag used in this work did not. We further found that the addition or deletion of 

only more than two amino acids interferes cGAS∆N activity. Because cGAS∆N activity is 

abolished by the addition of any amino acids, it is suggested that self-DNA reactivity of cGAS is 

strictly determined by the protein structure. However, it is still possible that cGAS∆N requires 

specific the amino acid residues on the N-terminal end to activate STING pathway. This possibility 

will be tested in the future by the substitution of the N-terminal amino acids on cGAS∆N 160-163 

a.a. (PGAS) without altering the length of the protein. 

These results need strong attention of the field of molecular biology. Most of the protein 

functions currently reported are based on the studies using tagged proteins, which often fail to 

consider the effects of tags on those functions. Now is the time to look again at these studies in 

the past. We need to be careful about the construct design of the molecules you are interested in 
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and ask yourself whether the data using it represent the functions of the native proteins. Indeed, 

our study shows the partial reduction of cGAS∆N activity by the C-terminal tags, so we need to 

keep in mind the possibility that the self-DNA recognition by cGAS is inhibited not only by N-

terminal domain but also the C-terminal structure. The structure determinants of C-terminal end 

of cGAS needs to be examined in the future by adding or deleting different numbers of amino 

acids.  

4.2.2. Mitochondrial localization of cGAS∆N 

Consistent to the recent report by Zhijian Chen’s group210, this thesis work revealed that 

the autoinhibition of cGAS by the N-terminal domain is not mediated by interfering with ligand 

binding or reducing enzymatic activity but rather by preventing mitochondrial localization, in which 

cGAS reacts to mtDNA. Therefore, it can be said that the self-inhibitory regulation of cGAS protein 

is to specifically avoid the detection of mitochondrial DNA but not chromosomal DNA. This spatial 

regulation by a domain of a PRR is unique to cGAS, in contrast to the conventional PRR 

autoinhibition such as RIG-I, whose C-terminal domain interferes RNA binding44. Currently, 

mtDNA-induced cGAS activation is thought to occur in the cytosol, where mtDNA is released from 

damaged mitochondria184. However, the mitochondrial localization of cGAS∆N found in this study 

raises the possibility of the opposite in some settings – the inhibition of mitochondrial localization 

by cGAS N-terminal domain is abolished by post-translational modifications including proteolysis, 

which relocates cGAS to the mitochondria and causes mtDNA-induced inflammation. Human 

cGAS has been reported to be cleaved by caspase-1 during inflammasome activation at D140 

and D157, producing a cGAS fragment that is almost identical to the active form of cGAS deletion 

mutant (starting at 158A) used in our study222. It is therefore expected that the cGAS cleavage at 

D157 induces the type I IFN responses, although the published study found the opposite – cGAS 

cleavage by caspase-1 rather restricts cGAS activation upon DNA virus infection. This may be 

because caspase-1 cleaves cGAS at not only D157 but also at other residues in cGAS∆N or other 
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proteins in cGAS-STING signaling222. Future efforts are required to discover the cellular stresses 

that induces cGAS modifications, if any, releasing cGAS from autoinhibition to induce self-DNA-

triggered IFN responses in the mitochondria. Most of the studies in the past have examined the 

localization of cGAS by either live imaging of N-terminal GFP-tagged construct or 

immunofluorescence analysis using a commercially available cGAS antibody that detects the N-

terminus of cGAS199,201, which cannot detect mitochondrial localization of cGAS∆N. On the other 

hand, live imaging confocal analysis of C-terminally GFP-tagged cGAS performed in this thesis 

will allow the future screening of the stimuli that translocates cGAS from the cytosol to the 

mitochondria.  

Also, during this thesis work on cGAS localization, we discovered the limitation of the 

biochemical analysis – post-lysis DNA binding affects the behavior of cGAS in these assays. 

These findings are quite important to the field, because cGAS subcellular localization has been 

largely discussed with the results of the fractionation and other biochemical analyses199,200. This 

thesis revealed that these experiments are able to reflect the binding capacity of cGAS to DNA 

and potentially other cellular molecules, but not able to capture the cGAS dynamics within cells. 

This statement should apply to not only cGAS but also other proteins, so we should not rely solely 

on the biochemical analysis when discussing the subcellular localization of proteins. However, 

despite these limitations in assessing subcellular localization, membrane flotation assay used in 

this thesis can be used to study DNA binding ability of cGAS protein. In the future, for example, 

the development of small molecules that physically dissociate cGAS condensates will use these 

biochemical analyses for validation. 

4.2.3. Diversity of self-DNA reactivity of cGAS in evolution 

This thesis work also made another important discovery regarding cGAS self-DNA 

reactivity. Innate immune signaling pathways are evolutionarily conserved as Janeway originally 

posited349, and therefore structurally homologous PRRs are often regarded to operate via the 
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similar mechanisms. Although the recent studies have challenged this idea in the context of PAMP 

sensing such as LPS351, no such studies have been conducted regarding DAMPs. In our study, 

we found that cGAS reactivity to self-DNA is diverse in mammals, which we classified into three 

distinct categories (Class 1, 2, and 3). Class 1 cGAS in some non-human primate (NHPs) such 

as orangutan, gibbon, and marmoset showed the similar property as human cGAS did – the N-

terminal domain autoinhibits the otherwise self-DNA-reactive C-terminal enzymatic domain. Class 

2 cGAS found in mouse was reactive to self-DNA in the full-length form, but cGAS∆N was inactive 

in contrast to Class 1 cGAS. Lastly, Class 3 cGAS found in other NHPs such as chimpanzee, 

rhesus macaques, and white-handed gibbon are inactive to self-DNA regardless of whether it is 

in the full-length or ∆N form. Although a couple of recent reports have addressed the difference 

between human and mouse cGAS, this thesis work is the first to my knowledge that has 

differentiated the PRR responses to DAMPs among mammalian species, especially in NHPs.  

Although the reason why the self-DNA reactivity differs among NHPs remains unclear, the 

results that both Class 1 (orangutan) and Class 3 (chimpanzee) cGAS∆N localizes in the 

mitochondria and synthesizes cGAMP in vitro indicate that this difference is due to the different 

interaction profiles of these cGAS with the mitochondrial factors rather than the protein intrinsic 

activity. The possibility is either that Class 1 cGAS is activated by other molecules which does not 

activate Class 3 cGAS, or that Class 3 cGAS is inhibited by other molecules that does not restrict 

Class 1 cGAS. Interestingly, the amino acid sequences of cGAS∆N is so highly conserved among 

mammalian species including NHPs that no single amino acid that differentiates Class 1 and 3 

cGAS can be found. Therefore, it is assumed that not the primary but the tertiary protein structures 

determine the association of Class 1 and 3 cGAS with other cellular molecules. As the activity of 

nuclear cGAS is regulated by nuclear proteins that inhibit cGAS-DNA binding202,205-209, it is also 

possible that cGAS∆N binding to mtDNA is regulated by mitochondrial proteins, which may differ 

between Class1 and Class 3 cGAS. The mitochondrial proteins that regulate cGAS self-DNA 
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reactivity wait to be identified in the future studies such as mass spectrometry-based interactome 

screening or CRISPR-based genetic screening. 

It should be highlighted in this work that some of Class 1 cGAS such as gibbon and 

marmoset are reactive to self-DNA in mouse macrophages but not in human macrophages. These 

results support the idea that the self-DNA reactivity of cGAS is not solely determined by the cGAS 

protein itself but also by the interaction with other cellular factors. In the meantime, these results 

may also challenge the classification of mammalian cGAS made in this study – each Class 3 

cGAS may be self-DNA reactive in the NHP cells which it originally belongs to. In the future, I 

suggest that we derive cell culture from NHPs and induce expression of the species-matched 

cGAS and cGAS∆N to examine the self-DNA reactivity of cGAS in each primate cell type. 

Overall, this thesis is the first to discover the diversity of DAMP sensing ability of cGAS in 

mammals. The physiological reasons for this diversity of self-DNA reactivity in mammals are 

unclear, but one possibility is that each species developed cGAS function differently under 

different selective pressures. For example, mice may have developed Class 2 cGAS, which is 

reactive to self-DNA in the full-length form, because they need to express higher basal level of 

IFN to respond to any kind of viruses that is abundant in their environment. On the other hand, 

human and some other primates may have developed Class 1 cGAS to combat specific 

pathogens around them that possibly cleave cGAS to release cGAS∆N. These are only the 

speculations at this point, but by testing the self-DNA reactivity of cGAS in other mammalian and 

non-mammalian species such as Xenopus and Zebrafish, we will better understand the 

relationship between environment and self-DNA reactivity to polish this hypothesis. In this regard, 

it is of my interest whether self-DNA reactivity differs even in the same species. For example, 

several cGAS polymorphisms have been reported in human, such as rs610913 that exchanges 

histidine to proline at position 261 of cGAS352,353. These cGAS polymorphisms may alter self-DNA 

reactivity of cGAS∆N, which leads to the diversity of basal IFN expression among different people. 
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Regardless, the cGAS diversity in mammals discovered in this study is quite important to the field, 

because the preclinical studies in the drug development are often based on the NHPs such as 

chimpanzee and rhesus macaques that have Class 3 cGAS, which is different from Class 1 

human cGAS.  

4.2.4. Synthetic biology-based induction of self-DNA-mediated type I IFN responses 

 As mentioned above, the post-translational modifications of cGAS that induces 

mitochondrial localization and subsequent innate immune responses are yet to be identified and 

are the scope of future studies. In the meantime, this thesis work demonstrates that cGAS can be 

artificially designed to induce cGAS∆N-based type I IFN responses in a user-defined manner. 

HCV is an RNA virus that RIG-I recognizes, but it evades RLR responses by NS3/4A protease-

mediated cleavage of the adaptor protein MAVS246. The cGAS∆N-MAVS transmembrane domain 

fusion protein used in our study (described as cGAS∆N-OMM) is anchored to the mitochondrial 

membrane and is released upon the cleavage by the HCV NS3/4A protease. Because the 

cGAS∆N does not activate downstream signaling when anchored to mitochondria, this cGAS 

construct is activated only in the presence of NS3/4A protease. Therefore, this engineered “cGAS 

2.0” protein takes advantages on the HCV immune evasion mechanism targeting RLR and 

induces type I IFN responses only in the cells that are infected with the virus. While this study 

showed the IFN responses induced by this synthetic cGAS in macrophages expressing NS3/4A 

protease, future studies are needed to validate the antiviral roles of this cGAS construct in 

hepatocytes and mice during HCV infection by measuring viral titer and cytokine production. 

 In theory, the strategy to induce IFN responses by designing cGAS constructs can be 

applied to take advantages of not only microbial proteases but also the proteases in the host cells. 

As mentioned above, caspase-1 has been reported to cleave cGAS, while whether this cleavage 

produce signal-activating cGAS∆N remains unclear. However, cGAS can be artificially designed 

to release cGAS∆N and subsequent IFN responses during cellular stresses that activate 
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caspases or other proteases. For example, design of a synthetic cGAS construct that releases 

cGAS∆N upon apoptotic caspases such as caspase-3 will convert apoptosis from 

immunologically silent to immunologically active cell death. As a therapeutic application, adeno-

associated virus (AAV)-mediated gene delivery of this cGAS construct can be combined with 

cancer immunotherapy such as PD-1 blockade antibody to induce IFN responses only in the 

apoptosis-inducing tumor cells, which would further sensitize the neighboring tumor cells to 

apoptosis. 

Therefore, this thesis study provides not only the new knowledge about the self-DNA 

reactivity of cGAS and its diversity in mammals but also the unlimited possibilities of the 

development of therapeutics that induces immune responses during various pathogenesis by 

using this knowledge.  

4.2.5. Future Perspectives 

 Although this thesis advanced our understanding in the self-DNA reactivity and its 

evolutionary diversity of cGAS, several important questions remained unanswered. For example, 

how does cGAS∆N induce cell death in THP-1 macrophages? The loss of cell viability in PMA-

treated THP-1 cells upon cGAS∆N expression was observed both in this thesis and in the previous 

reports by Barnett et al200. Because only IFN-inducing mammalian cGAS∆N led to cell death, it is 

possible that IFN induces cell death in differentiated THP-1 cells. Alternatively, it is also possible 

that signal-inducing cGAS∆N causes mitochondrial damages upon detecting mtDNA, which 

induces apoptosis. These hypotheses will be examined using apoptosis inhibitor along with 

necroptosis and pyroptosis inhibitor, as well as the treatment with IFNAR-blocking antibody. 

Moreover, why do some Class 1 cGAS∆N, including gibbon and marmoset cGAS∆N, induce IFN 

only in iBMDMs but not in THP-1 cells? These results suggest that there are cell type-specific 

factors that regulate the self-DNA reactivity of cGAS. In the future, other cell types will be used to 

examine the signaling activity and localization of cGAS∆N in each class to test whether these 



99 
 

differences are due to the species of the cell types. Also, related to this question, why do Class 3 

cGAS∆N not induce type I IFN while localizing in the mitochondria? Because all cGAS tested 

induced cGAMP in vitro, there may be the cellular factors, probably mitochondrial proteins, that 

associate with Class 1 and Class 3 cGAS differently. Identifying these molecules will help us 

understand the mechanism in which cGAS∆N synthesizes cGAMP inside the mitochondria. Lastly, 

how is cGAMP synthesized in the mitochondria released into the cytosol? It is possible that 

cGAS∆N activation by mtDNA induces mitochondrial damages and membrane rupture, which 

releases cGAMP. Future study will investigate into how self-DNA-reactive cGAS∆N affects the 

mitochondrial integrity and metabolism and how important it is in signal transduction. 

4.3. Peroxisomes 

4.3.1. The roles of peroxisomal metabolisms in PRR responses 

 Despite increasing understanding of the roles of mitochondria in the innate immune 

responses242,244, including the cGAS activation by self-DNA as described in thesis, much less is 

known about the roles of peroxisomes. By CRISPR/Cas9-based depletion of genes responsible 

for peroxisomal assembly, this thesis revealed that peroxisomes are required for various PRR 

responses in macrophages, including TLR, RLR, and NLRP3 inflammasome. Pex14 depletion 

reduced these responses as well as Pex19 depletion, indicating that peroxisomal lumen proteins 

rather than/and peroxisomal membranes are required. This is consistent with the study by Di Cara 

et al. showing positive regulation of antimicrobial responses by peroxisomes319, while 

contradicting to the report by Vijayan et al. showing anti-inflammatory roles of peroxisomes in 

macrophages318. In our study, cytokine responses are not fully abolished in peroxisome-deficient 

cells although attenuated. Therefore, it is possible that different metabolic functions of 

peroxisomes have the opposing effects on the innate immune responses, which are combined 

when the organelles are depleted.  
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 This study used Pex19-deficient cells and Pex14-deficient cells to study the requirement 

for peroxisomes themselves and peroxisomal lumen proteins, respectively. As discussed above, 

both Pex14 KO and Pex19 KO macrophages showed similarly attenuated PRR responses, 

suggesting the roles of peroxisomal matrix proteins in the innate immune responses. However, 

this does not rule out the possibility that peroxisomal membrane plays specific roles in these 

responses. Indeed, our lab has discovered the presence of RLR adaptor MAVS on the 

peroxisomal membrane, which induces IFN responses upon RLR activation56. Although whether 

proteins in other PRR pathways are on the peroxisomal membrane remains unknown, NLRP3 

inflammasome has been reported to assemble on the mitochondria through the association with 

MAVS, suggesting the possibilities of the formation of inflammasome assembly on the 

peroxisomal membrane including MAVS259. Future research will examine the localization of PRRs 

and adaptors including NLRP3 on the peroxisomes by immunofluorescence analysis.  

 Another question remained unanswered is whether PRR responses regulate peroxisomal 

metabolism. As mitochondrial metabolism is altered during innate immune responses, with an 

example being the promotion of fatty acid oxidation by type I IFN283, it is reasonable to hypothesize 

that peroxisomal metabolism is similarly regulated by PRR signaling. Indeed, LPS has been 

reported to decrease peroxisomal fatty acid oxidation354. In the future, I suggest that the future 

work needs to measure peroxisomal metabolism substrates and products in macrophages before 

and after stimulating cells with TLR, RLR, and NLRP3 ligands to test whether the metabolism is 

regulated by each PRR. 

4.3.2. Pristanic acid-induced rewiring of innate immune responses 

 Given that peroxisomes play significant roles in PRR responses, a question arises 

regarding the roles of each metabolic function of peroxisomes. Peroxisomes are responsible for 

the b-oxidation of very long-chain fatty acids (VLCFAs) as well as a-oxidation of branched-chain 

fatty acids (BCFAs), whose products are transported to the mitochondria for further 
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oxidization302,303. This study specifically aimed to identify the role of peroxisomal a-oxidation of 

BCFAs in the PRR responses by treating macrophages with the BCFA substrates including 

phytanic acid and pristanic acid. In contrast to phytanic acid, pristanic acid inhibited 

proinflammatory cytokine production upon TLR activation. Considering that pristanic acid 

accumulates in the context of peroxisomal dysfunction which disturbs the oxidization, these 

results are consistent with the attenuation of PRR responses in peroxisome-deficient cells that is 

also found in this thesis. Interestingly, however, we also discovered the enhancement of type I 

IFN responses by pristanic acid. In-depth investigation revealed that cGAS-STING signaling is 

responsible for pristanic acid-induced IFN production, and PPARa is required for cGAS activation. 

Because this study only used a PPARa antagonist, these results need to be validated by genetic 

depletion of PPARa as well. The main consequences of PPARa activation include peroxisomal 

proliferation343. Intriguingly, this thesis study found that pristanic acid increases peroxisomal 

abundance in a cGAS-dependent manner. Therefore, it is possible that peroxisomal proliferation 

by PPARa may require cGAS-dependent IFN production. Although Pex11b-induced peroxisomal 

proliferation does not induce cGAS activation, it is still possible that peroxisomal function rather 

than just the amount is required for pristanic acid-induced cGAS activation, which needs further 

investigation using Pex14-deficient macrophages. Alternatively, pristanic acid may proliferate 

peroxisomes in a cGAS-dependent but IFN-independent manner, which is consistent to the 

results that LPS, another inducer of type I IFN responses, did not induce catalase production. 

This possibility can be tested in the future by examining peroxisomal proliferation in the presence 

of IFNAR-blocking antibody or in STING-S365A cells that lack IRF3-activating function of STING. 

This thesis work also revealed that pristanic acid is an activator of HDAC, which was 

required for cGAS activation. Dai et al. have recently shown that the acetylation of cGAS blocks 

its self-DNA reactivity220. Therefore, it is possible that pristanic acid is able to promote not only 

histone deacetylation but also cGAS deacetylation to induce type I IFN synthesis. Future work is 
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needed to examine the acetylation status of cGAS by using site-specific cGAS acetylation 

antibody upon pristanic acid treatment, as well as assess whether acetylation-mimic mutation of 

cGAS (K384Q/K394Q/ K414Q)220 abolishes pristanic acid-induced IFN responses. 

Phytanic acid and pristanic acid are obtained from dietary intake such as meat and milk 

fat, and pristanic acid can be also derived as the product of a-oxidation of phytanic acid339,341,355. 

Although these fatty acids are derived from the same food sources and share functions such as 

PPARa and HDAC activation341,346, only pristanic acid, but not phytanic acid, rewires innate 

immune responses. Therefore, it is suggested that pristanic acid exerts other bioactivities that 

phytanic acid does not and are required for cGAS activation. Moreover, because phytanic acid is 

converted to pristanic acid by peroxisomal a-oxidation, the lack of type I IFN responses by 

phytanic acid might be through the inhibition of pristanic acid-induced responses. To test this 

hypothesis, cells can be treated with both phytanic acid and pristanic acid simultaneously to 

examine the inhibitory effects of phytanic acid. Moreover, the treatment of peroxisome-deficient 

cells with these BCFAs will eliminate possible conversion of phytanic acid into pristanic acid by 

peroxisomal a-oxidation, which allows us to differentiate the roles of these two BCFAs in innate 

immunity. 

4.3.3. Future Perspectives 

 This thesis revealed that peroxisomes and their metabolisms are required for PRR 

responses, and pristanic acid as a peroxisomal FAO substrate rewires macrophages to 

inflammatory state to antiviral state. Nevertheless, many questions have been unanswered in this 

study and are the subjects of the future investigations, including the roles of other peroxisomal 

functions than FAO in these responses. Because this thesis revealed that Pex5, not Pex7, was 

required for TLR4-induced proIL-1b synthesis in macrophages, it is hypothesized that PTS1-

containing proteins in peroxisomal matrix are playing significant roles. CRISPR-based screening 

of PTS1-containing genes will identify the genes and pathways in peroxisomal metabolisms that 
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regulate PRR responses. Another related question is the contribution of pristanic acid in the 

effects of entire peroxisomal dysfunction on the innate immune responses. Because other fatty 

acids including VLCFAs and BCFAs accumulate upon depletion of peroxisomes304,311,312, future 

studies need to measure the levels of each fatty acid in peroxisome-deficient cells as well as 

examine the effects of each fatty acid treatment on the PRR responses.  

 Moreover, the mechanism of cGAS activation upon pristanic acid is still unclear, especially 

what type of DNA activates cGAS. One possibility is that pristanic acid exerts genotoxicity through 

activating HDAC, which leads to the release of nuclear DNA into the cytosol. An alternative 

hypothesis is that pristanic acid induces peroxisomal proliferation that alters ROS metabolism in 

both peroxisomes and mitochondria, which in turn damages mitochondria and releases mtDNA 

into the cytosolic space. To assess the involvement of mitochondrial metabolism in IFN responses, 

future studies need to measure the mitochondrial ROS and amount of mtDNA in the cytosol of 

pristanic acid-treated cells. These results will provide important insights into the cooperative roles 

of peroxisomes and mitochondria in regulating PRR signaling.  

 Lastly, it is quite important to examine whether the results found in this thesis apply to in 

vivo and clinical settings. Are Pex19- or Pex14-deficient mice, which lack functional peroxisomes, 

susceptible to viral and bacterial infections? Do the cells derived from patients of peroxisomal 

biogenesis disorders such as Zellweger’s syndrome have reduced PRR responses? In addition 

to these questions that can be answered in the lab studies, it is interesting to see by observational 

study whether people with higher dietary intake of pristanic acid have higher basal expression 

levels of antiviral cytokines. 

4.4. Conclusion  

 In summary, this thesis identified two organelle-associated anti-self-DNA responses. One 

is the cGAS catalytic domain-induced type I IFN responses in the mitochondria, as described in 

Chapter 2. This self-DNA reactivity of cGAS is diverse in mammals, which led us to categorize 
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cGAS into three distinct classes, including Class 1 (such human and orangutan), Class 2 (mouse), 

and Class 3 (such as chimpanzee) cGAS. The other anti-self-DNA responses, identified in 

Chapter 3, is induced by pristanic acid, a peroxisomal fatty acid oxidation substrate. As discussed 

above, these peroxisome-associated IFN responses may also be linked to mitochondria, which 

would connect these two independent chapters in this thesis. Altogether, this thesis provides 

novel evidence of the evolutionarily diverse self-DNA-induced immune responses that are tightly 

regulated not only by protein network but also by metabolic organelles. The roles of these 

organelles in other DAMPs-induced signaling will be the subjects of the future studies in the field, 

as well as how diverse they are in evolution. These future investigations will further advance our 

understanding of the damage-associated innate immune responses and therefore accelerate the 

development of therapeutics that target these responses. 
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Supplementary Figures 

 

Figure S1. Human cGAS∆N induces type I IFN responses in a STING-dependent manner 

(A and B) Real-time qRT-PCR analysis of IFNB (A) and RSAD2 (B) mRNAs in normal oral 

keratinocytes (NOKs). Dox was treated to cells for the induction of FL human cGAS or human 

cGAS∆N, and mRNA expression levels were analyzed at the indicated time points. (C) 

Immunoblot analysis of NOK cell lysates after the same treatment as in (A) and (B). Arrows in the 

HA panel indicate FL human cGAS and human cGAS∆N. (D) IP-10 ELISA analysis of NOK cell  
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Figure S1 (Continued) 

culture supernatant of the cells in (A) and (B). (E) Immunoblot analysis of lysates from iBMDMs 

treated with Dox for 4 or 6 hours to induce FL human cGAS or human cGAS∆N expression. (F) 

Immunoblot analysis of lysates from WT, Cgas-/-, or Sting-/- iBMDMs treated with Dox for 8 hours 

to induce FL human cGAS or human cGAS∆N expression. (G and H) Real-time qRT-PCR 

analysis of Ifnb (G) and Rsad2 (H) mRNAs in iBMDMs stably expressing Cas9 and indicated 

(guide) gRNAs treated with Dox for 8 hours for cGAS expression. (I) Immunoblot analysis of 

iBMDMs treated with Dox as in (G) and (H). Immunoblot data are the representative from three 

independent experiments. Graph data are means ± SEM of three (B), four (A), five (G and H), or 

six (D) independent experiments. Statistical significance was determined by two-way ANOVA and 

Tukey’s multicomparison test. Asterisks indicate the statistical significance between FL hcGAS 

and hcGAS∆N at each time point (A, B, and D). *P < 0.05; **P < 0.01; ***P < 0.001. 
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Figure S2. cGAS∆N activities vary across mammalian species 

(A) Real-time qRT-PCR analysis of Ifnb mRNA in cGAS gRNA-expressing iBMDMs treated with 

Dox for 8 hours to induce expression of FL cGAS-HA from indicated mammalian species and then 

transfected with 1 µg/mL CT-DNA for 4 hours. GFP-HA construct was used as a negative control. 

(B and C) Real-time qRT-PCR analysis of Rsad2 mRNA in iBMDMs treated with Dox for 8 hours 

to induce the expression of indicated cGAS. (D and E) Immunoblot analysis of iBMDM lysates 

treated as in (B) and (C). (F and G) Real-time qRT-PCR analysis of RSAD2 mRNA in THP-1 cells 

treated with PMA and Dox for 48 hours to induce the expression of indicated cGAS. (H and I) IP-

10 ELISA analysis of the THP-1 culture supernatant in (F) and (G). Immunoblot data are the 

representative from three independent experiments. Graph data are means ± SEM of three 

independent experiments. Statistical significance was determined by two-way ANOVA and 

Tukey’s multicomparison test. Asterisks indicate the statistical significance between connected 

two bars. *P < 0.05; **P < 0.01; ***P < 0.001. 
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Figure S3. cGAS-DNA condensates interfere biochemical analysis of cGAS subcellular 

localization 

(A and B) Subcellular localization of homogenates of THP-1 (A) and iBMDMs (B). (C and D) 

Membrane flotation assay of post-nuclear supernatants (PNS) from THP-1 (C) and iBMDMs (D). 

iBMDMs are engineered to stably express FLAG-hcGAS-HA. (E) Membrane flotation assay of 

PNS from WT iBMDMs in the presence of 1% TritonX-100 or 2% SDS. (F) Membrane flotation 

assay of recombinant hcGAS protein incubated with PNS from wild type (WT) iBMDMs for 15 

minutes. (G) Membrane flotation assay of recombinant hcGAS protein incubated with PNS from 

Cgas-/- iBMDMs for 15 minutes. (H) Membrane flotation assay of recombinant FL hcGAS, hcGAS 

1-160 a.a. (hcGAS N), and hcGAS 157-520 a.a. with K187N/L195R mutation (hcGAS∆N) proteins 

incubated with PNS from WT iBMDMs for 15 minutes. (I) Flotation assay of recombinant hcGAS 

protein incubated with interferon stimulatory DNA (ISD) for 15 minutes. (J) Flotation assay of 

recombinant hcGAS protein incubated with ISD for 15 minutes in the presence of 1% TritonX-100 

or 2% SDS. (K) Flotation assay of recombinant hcGAS protein incubated with ISD for 15 minutes 

in the presence of 0.75 M sodium chloride (NaCl). (L) Agarose gel electrophoresis of ISD 

incubated with 10 U/mL Benzonase for 15 minutes. (M) Flotation assay of recombinant hcGAS 

protein incubated with ISD for 15 minutes in the presence of 10 U/mL Benzonase. Immunoblot 

analysis are the representative from three independent experiments.  
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Figure S4. Peroxisomal matrix proteins are required for PRR responses 

(A) Immunoblot analysis of lysates from iBMDMs expressing Cas9 and/or Pex14-targeting 

gRNAs. Cells were treated with indicated concentrations of Pam3CK4 for 3 hours. (B-D) Real-

Time qRT-PCR analysis of Ifnb (B), Ifnl2/3 (C), and Rsad2 (D) mRNA in iBMDMs expressing 

Pex14-targeting gRNAs. Cells were transfected with 1 µg/mL poly (I:C) or CT-DNA for 4 hours. 

(E) Immunoblot analysis of lysates from iBMDMs expressing Pex5- or Pex7-targeting gRNAs. 

Cells were treated with indicated concentrations of Pam3CK4 for 3 hours. Immunoblot data are 

the representative from three independent experiments. Graph data are means ± SEM of three 

independent experiments.  
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Figure S4 (Continued)  

Asterisks indicate the statistical significance between connected two bars. *P < 0.05; ***P < 0.001. 

 

Figure S5. Pristanic acid induces cGAS-STING-dependent IFN responses  

(A) Real-Time qRT-PCR analysis of Ifnb mRNA in Cgas-/- iBMDMs stably expressing GFP or 

human cGAS. Cells were treated with 30 µM pristanic acid for 24 hours. (B) Real-Time qRT-PCR 

analysis of Ifnb mRNA in iBMDMs treated with indicated concentrations of C-178 for 24 house 

and transfected with 1 µg/mL CT-DNA for 4 hours. Statistical significance was determined by two-

way ANOVA and Tukey’s multicomparison test. Asterisks indicate the statistical significance 

between connected two bars. *P < 0.05; **P < 0.01. 
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