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Abstract

The ability of graphene and carbon nanotubes to generate an electric potential from flowing

fluids has attracted much interest [1–7]. The effect is thought to occur because certain ionic and

molecular species bind to the surface of these materials more strongly than others. Although sev-

eral physical models have been proposed, none has yet been rigorous enough to be confirmed by

experiment [4, 6, 7]. In this work, I describe an electromechanical device, i.e. a supercapacitive

electrical energy generator (SCEEG) made with graphene electrodes, that generates electricity

from oscillating droplets of electrolyte solutions and ionic liquids. I provide a theoretical model

of how the graphene SCEEG (G-SCEEG) works that quantitatively agrees with experimental

results. More importantly, the model allows one to characterize electrochemically-useful prop-

erties of the interaction between graphene and hydrated ions from the device’s experimentally

measured output. The identity of the ions that preferentially adsorb to graphene as well as the

effective surface density and effective binding energy of these ions can all be determined using

the G-SCEEG. Additionally, both the capacitance per unit area and the surface potential of the

graphene-solution interface can also be determined.

Although this work focuses on a SCEEG device whose electrodes are made from graphene,

the electrodes can, in principle, be made from any conductive material, e.g. metals, such as gold,

and semiconductors, such as indium-tin-oxide [8]. All SCEEGs described in this thesis, how-

ever, work by exchanging charge between two supercapacitors, i.e. capacitors that spontaneously

form at the interface between an electrode and an electrolyte solution (or ionic liquid) as a result
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of ionic adsorption. Charge exchange occurs not by charging and discharging these interfacial

capacitors but instead by increasing and decreasing their capacitance. This is accomplished me-

chanically as a moving droplet wets and dewets the electrodes. The changing interfacial capaci-

tance acts as a source of current; the flow of current through the device’s internal impedance cre-

ates an electric potential; and, when connected to an external load, the SCEEG is then capable of

generating electric power.

I show that a G-SCEEG can generate a peak power of up to 7 µW from the oscillatory motion

of two 20 µL droplets of 6.0M HCl. I demonstrate that the device can be successfully modeled

as a source of alternating current that is in parallel with a time-varying internal impedance. Using

this model and the G-SCEEG’s output, I determine that the chloride anions in 6.0M HCl adsorb

to graphene with the greatest effective surface density (5.6 × 1012 ions/cm2) and induce in it the

largest charge density (900 nC/cm2) of all the solutions I studied. These chloride anions adsorb

to graphene with an effective binding energy of 350 meV, in turn producing an electric potential

of 690 mV at the graphene-solution interface. I also find that the density and the sign of the sur-

face charge induced in graphene are dependent on the ionic species present in each solution, the

concentration and pH of the solution, and the presence of multi-layers in the graphene electrodes

with the solution’s pH providing the greatest effect.

Finally, I describe in this dissertation the study of the Raman spectral properties of suspended

mono- and multi-layer graphene membranes and the use of graphene and graphite to electrostati-

cally trap DNA from an aqueous solution. I conclude by explaining the unique methods I devel-

oped during the course of this work including the synthesis of large-grain graphene using chemi-

cal vapor deposition (CVD) and the transfer of large areas of CVD-grown graphene to hydropho-

bic substrates.
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WISE MEN IN THEIR BAD HOURS

Wise men in their bad hours have envied

The little people making merry like grasshoppers

In spots of sunlight, hardly thinking

Backward but never forward, and if they somehow

Take hold upon the future they do it

Half asleep, with the tools of generation ...

– Robinson Jeffers

1
Introduction

1.1 Motivation: From sequencing DNA to generating electricity

As unrelated as it may seem, the work described in this dissertation originated with the goal of

trying to sequence DNA with a graphene nanopore. The hope was to find a way to electrostat-

ically control the motion a molecule of DNA as it moved along the surface of graphene and to-

wards a nanopore in the graphene’s lattice. A nanopore is a nanometer-scale aperture that is ei-

ther created in a thin, free-standing membrane of a solid-state material or that exists naturally in

a transmembrane protein. To date nanopores have been heavily investigated as a means to detect

1



individual biological molecules and, more recently, have become the basis for the next-generation

of DNA sequencing technology.

Although the cost of sequencing DNA continues to decrease rapidly, current sequencing tech-

nologies are still plagued by slow sequencing rates, short read lengths, and the need for costly

reagents and extensive computational analyses [9]. A DNA sequencing device based on elec-

trophoretically driving individual molecules of single-stranded DNA through a nanopore promises

to solve these problems by directly detecting an electric signal for each nucleotide as it passes

through the pore [9]. Much progress has been made recently in using nanopore-containing trans-

membrane proteins, i.e. biopores, in such devices and commercial biopore sequencing instru-

ments are currently under development [10–13]. Despite this technological achievement, nanopores

fabricated from solid-state materials offer several important advantages. They are more amenable

to large-scale fabrication using well-established micro- and nano-fabrication methods and are

more stable over a wide range of environmental conditions [9]. Additionally, two-dimensional

solid-state materials such as graphene, hexagonal boron nitride, and molybdenum disulfide are

especially attractive because their atomic thickness provides the highest spatial resolution for de-

tecting individual nucleotides. Graphene nanopores in particular have been the focus of much

experimental work [14, 15].

Graphene is a two-dimensional, zero-gap semiconductor (also known as a semimetal) made of

carbon and has generated significant interest because of its exceptional electric, thermal, and me-

chanical properties [16]. The ability of graphene to exist as a freestanding membrane despite be-

ing only a single atom thick makes it particularly well-suited for studying single molecules using

nanopores. Although it has been theoretically calculated that the atomic thickness of a graphene

nanopore can provide sufficient spatial resolution to distinguish between neighboring nucleotides

in DNA [14], the temporal resolution of the current amplifier used to detect the electric signal is

still orders of magnitude too slow to resolve adjacent nucleotides. Attempts to overcome this lim-
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itation by reducing the velocity of the DNA as it moves through, or translocates, the pore have

thus far been insufficient [17, 18]. In addition, conformational and diffusional fluctuations by the

DNA lead to an undesirable spread in the distribution of translocation times [19]. Both the large

temporal uncertainty and the low temporal resolution currently preclude the ability of a graphene

nanopore to accurately distinguish between nucleotides.

Electrically controlling the motion of DNA using the graphene membrane surrounding the

nanopore was seen as a way to address both the temporal uncertainty and resolution problems.

The idea was straightforward: if the DNA-graphene interaction could be made sufficiently strong

such that it suppressed conformational and diffusional fluctuations while at the same time still

weak enough to allow the DNA to translocate through a nanopore with a controllable velocity

then these temporal problems could be solved simultaneously. Additionally, such control would

enable DNA to be ratcheted through the pore a single nucleotide at a time and would allow for

signal integration over long enough timescales to very accurately identify each nucleotide.

Before the DNA-graphene interaction could be effectively manipulated and controlled, how-

ever, the nature of the interaction needed to first be understood. Based on work done by others [20,

21], the interaction between the nucleobases of single-stranded DNA and graphene is thought

to be dominated by π-π stacking, resulting in base-dependent adsorption energies of ≃ 1 eV. In

comparison, the energy needed to translate a nucleobase between adjacent graphene lattice sites

was found to be an order of magnitude less, ≃ 0.1 eV. This suggests that nucleobases can be con-

fined to a graphene surface while still being able to move in plane. Relatively little is known,

however, about the effect that the cyclic deoxyribose and the negatively-charged phosphate moi-

eties of the DNA have on this interaction. In fact, even the nature of the interaction between graphene

and water and graphene and simple hydrated ions has yet to be unambiguously resolved [22–

24]. Adding further complication, the impact of graphene’s supporting substrate on the ability

of graphene to interact with molecules and ions is also unresolved [25–27].
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In spite of these remaining unknowns, preliminary attempts were made at perturbing the DNA-

graphene interaction electrostatically. The aim was to trap DNA on and to repel DNA from the

surface of graphene by biasing it relative to a buffer solution. Because DNA has a net negative

charge (DNA phosphate groups have a pKa ≃ 0), positive and negative voltages were used to

attract and repel the DNA, respectively. Once they were interacting with the graphene surface,

DNA molecules were then moved along the surface using electrophoresis. Trapping, repelling,

and electrophoresis were each successfully demonstrated using fluorescence microscopy and

fluorescently-labeled DNA. However, technical problems including defective and multi-layer

graphene, unwanted substrate interactions, and organic-polymer contamination prevented the ex-

periments from providing meaningful quantitative results.

Significant effort was made to solve these technical challenges by developing better experi-

mental protocols. The number of grain-boundary defects, and subsequently the amount of poly-

mer contamination, were decreased by developing a protocol for synthesizing large-grain graphene

that was free of multi-layers. More rigorous annealing and cleaning methods were also followed

to ensure that the graphene was as free of contaminants as possible. To mitigate unwanted sub-

strate effects a protocol was developed for transferring graphene to a hydrophobic surface.

During the development of these methods, however, Dhiman et al. published an article that

purportedly showed that an electric potential could be generated across a sheet of graphene as

an electrolyte solution was flowed over it [4]. This effect was similar to that seen previously in

carbon nanotubes (CNTs) [1–3]. A possible mechanism for the effect was that hydrated ions in

solution were electrostatically coupling to charge carriers in the graphene/CNTs and dragging

them along the direction of flow [1,4]. This effect was particularly interesting to those in the field

of solid-state nanopore sequencing because if it were real it could potentially be used in reverse

to control poly-anionic DNA molecules on the surface of graphene by simply flowing current

through it. A concerted effort was therefore made to replicate their results. Based on my own ex-
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periments as well as those of Yin et al. [5], it was quickly determined, however, that the effect

was a result of a flaw in the initial experimental setup and a lack of proper control experiments.

Fixing this flaw showed that graphene was incapable of generating a voltage from flowing aque-

ous electrolytes.
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1.2 Graphene, aqueous electrolytes, and electricity

Recently, more rigorous experiments have shown that voltages can in fact develop across graphene

if droplets of electrolyte solution are dragged across its surface or if graphene is actively moved

into and out of an electrolyte bath [6, 7]. While differences in the adsorption energies of different

ionic species on graphene are thought to give rise to this effect, the lack of a quantitative model

prevents this idea from being confirmed. Disagreement between molecular dynamics and density

functional theory calculations adds to the uncertainty of the effect’s mechanism [5–7,24].

Out of my unsuccessful effort to replicate the results of Dhiman et al., my advisor, Prof. Jene

Golovchenko, and I have developed a graphene device that is also able to generate electricity

from the motion of electrolyte solutions. More importantly, however, the device’s behavior can

be modeled accurately enough to quantitatively match experimental results. Not only has this de-

vice proved capable of generating electric current, voltage, and power from oscillating droplets of

electrolyte solutions, it has also proved to be a unique way for studying the interaction between

those solutions and graphene.

Our device is a type of supercapacitive electrical energy generator (SCEEG), a name I coined

for any device consisting of a system of electrically-connected capacitors that exchange charge

in such a way as to generate an alternating current. The mechanism of action of an SCEEG is

straightforward: by repeatedly moving charge between two capacitors connected in series, e.g.

by simultaneously increasing the capacitance one capacitor while decreasing the capacitance of

the other and vice versa, an alternating current is produced; this in turn generates an AC volt-

age across the device’s internal impedance; when flowing through an external load the alternating

current is also a source of electric power.

At first it may seem that SCEEGs are physically unrealizable, especially if one tries to fathom

how the capacitances of serial capacitors could be forced to change selectively and synchronously
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with one another to exchange charge. In fact, such an onerous task of shuttling charges back and

forth between capacitors seems best suited for an army of Maxwell’s ”intelligent demons” in a

Gedankenexperiment [28]. One might be even more skeptical of the device’s existence if I said

that it needs no externally-applied voltage in order to operate. Despite these initial misgivings,

however, SCEEG devices actually do exist and do so without requiring either an external voltage

or an invocation of charge-shuttling demons. Although the SCEEG requires no external voltage,

it still needs an external input of energy. In the two embodiments of SCEEG devices described

to date (the first by Moon et al. [8] and the second by me in this thesis) the energy input comes

from the mechanical motion of oscillating droplets of liquids. The SCEEG is therefore an elec-

tromechanical transducer, converting oscillatory mechanical energy into oscillatory electric en-

ergy. The SCEEGs in this thesis are symmetric, meaning that the electrodes and the mechanism

by which they exchange charge are identical. Moon et al.’s SCEEG is asymmetric; both the elec-

trodes and their charge transfer mechanism are different.

Fig. 1.1 (p. 8) shows the three symmetric SCEEGs described in this thesis in addition to Moon

et al.’s asymmetric SCEEG. Whereas Moon et al.’s SCEEG has indium-tin-oxide (ITO) elec-

trodes (one with a top layer of polytetrafluoroethylene and one without), our symmetric graphene

(G-SCEEG) and gold (Au-SCEEG) devices consist of two adjacent sheets of graphene and gold,

respectively. In the case of the G-SCEEGs the graphene electrodes are supported by a hydropho-

bic substrate (glass treated with octadecyltrichlorosilane) and separated from each other by a small

gap. Evaporated metal contacts allow the graphene sheets to be electrically connected to one an-

other through an external circuit. The Au-SCEEG consists of 50-nm thick gold evaporated onto

bare borosilicate glass. A 1-nm thick layer of evaporated titanium is used to promote adhesion of

the gold.

The presence of an electrolyte solution or room-temperature ionic liquid across the gap in the

electrodes completes the circuit. Spontaneous and asymmetric adsorption of the ions onto the
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Figure 1.1: SCEEG devices. a, Plan view of the three symmetric SCEEG devices (GMULTI-SCEEG, GMONO-
SCEEG, and Au-SCEEG) described in this thesis. Their electrodes are made of: (i.) graphene with 10–20% of
its area containing multi-layers of various layer number; (ii.) mono-layer only graphene; and (iii.) 50-nm thick
gold on a 1-nm thick titanium adhesion layer. The two devices with graphene electrodes use a glass substrate
that has been functionalized with octadecyltrichlorosilane (OTS). The device with Au electrodes uses bare
glass. b, Cross-sectional view of the asymmetric SCEEG device of Ref. [8]. Its electrodes are made of indium
tin oxide (ITO). The top ITO electrode is coated in polytetrafluoroethylene (PTFE).

8



electrodes leads to an excess of one ionic species at the surface. A net charge develops which ef-

fectively creates a charged capacitor at the interface between the electrolyte and the electrodes,

i.e. an interfacial supercapacitor. Electricity is generated as the droplet’s area of contact with

the electrode changes. Ions are adsorbed when the contact area increases and desorbed when it

decreases, charging and discharging the interfacial capacitor on each half of the device, respec-

tively, and generating a current. No need for Maxwell’s demon.

As simple as the mechanism of an SCEEG device is, however, the device has only recently

been described in the literature. To my knowledge, Moon et al.’s February 2013 article titled,

”Electrical power generation by mechanically modulating electrical double layers” was the first

published account of such a device. This publication came approximately eight months after I

first generated current with an early version of the G-SCEEG by mechanically dragging droplets

of electrolyte across its surface [29]. Although Moon et al. provide a differential equation to de-

scribe the voltage output of their ITO-SCEEG, they fail to take into account the reactance of the

capacitors when expressing the device’s internal impedance. This significant oversight calls into

question the conclusions they draw on how the ITO-SCEEG’s output scales with various experi-

mental parameters. Further, they provide no analytical solution to the differential equation, mak-

ing the task of verifying their conclusions difficult.

On the other hand, by properly accounting for the reactance of the capacitors I find that a sim-

ple model circuit consisting of an alternating current source in series with a resistor and a time-

varying capacitor accurately predicts the dynamic behavior of both the ITO- and G-SCEEG de-

vices. Additionally, an analytical expression for the G-SCEEG’s short-circuit current allows the

density and sign of the surface charge induced in graphene by the solution to be determined, thus

providing insights into the nature of the interaction between graphene and hydrated ions as well

as the parameters that influence it. Perhaps most interesting is that the G-SCEEG allows the iden-

tity of the adsorbed ion to be determined as well as its effective binding energy to graphene. The
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G-SCEEG also provides a simple way to determine properties of the electric double layer that

forms at the graphene’s surface such as its capacitance per unit area and its surface potential.
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1.3 Graphene: wonder material or wonderfully hyped?

Since the discovery of a simple method for isolating graphene, an atomically-thin allotrope of

carbon, from bulk graphite, graphene’s fascinating properties have generated much interest both

in the fundamental physics describing its unique behavior as well as in its potential application

as a transparent and highly conductive material [16]. In addition to its outstanding electrical and

thermal conductivities, graphene is the strongest material ever measured [30]. Clearly, graphene

is a uniquely interesting material for many reasons besides it extreme thinness and in the decade

after graphene was first successfully isolated in 2004, the level of scientific interest in this two-

dimensional material has been staggering. With sustained exponential growth in the number of

published scholarly articles mentioning the word graphene in their titles, the graphene ”gold rush”

is well underway [31]. This burgeoning stockpile of research has shown graphene to have many

fascinating properties, but it has also ascribed to graphene attributes which are not entirely jus-

tified in retrospect. Nowhere is this more evident than in the field of research to which the work

in this dissertation belongs, namely the generation of electricity from the flow of electrolyte so-

lutions over graphene surfaces. A lack of proper control experiments and an inclination towards

convoluted, ad hoc theoretical models have needlessly muddled the explanation of this effect.

The goal of this dissertation is to separate the hype from the physics and to provide a deeper un-

derstanding of the interaction between graphene and hydrated ions.
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1.4 The organization of this thesis

The bulk of this dissertation is contained in Chapters 2 and 3. Chapter 2 focuses on the descrip-

tion of the SCEEG device in general and on the development and implementation of the G-SCEEG

device in particular. The factors governing the electrical output of the G-SCEEG are explored; a

theoretical model describing the SCEEG’s output is provided that quantitatively agrees with the

device’s measured output. Several applications of the G-SCEEG are explored such as energy har-

vesting and detecting standing waves on the surface of a droplet. The chapter concludes with the

characterization of several of the physical and chemical properties of the device’s graphene elec-

trodes.

Chapter 3 focuses on describing the interaction between graphene and hydrated ions based on

inferences from G-SCEEG’s output. The identity of adsorbed ions and their effective surface

density are determined. The ion’s effective binding energy to graphene is also be determined.

Additionally, electrochemically-useful details about the interface between a graphene electrode

and an electrolyte solution are measured such as the capacitance per unit area and the surface po-

tential.

Chapter 4 is the result of a collaborative project between a fellow Harvard graduate student,

Tony Zhou, and me. We show that mono-crystalline graphene can be suspended over large-area

apertures in an insulating substrate. We also study the properties of suspended mono- and multi-

layer graphene using Raman spectroscopy.

Chapter 5 contains the preliminary results on electrostatically trapping DNA on and repelling

DNA from the surface of graphene. As I previously mentioned, this was the project that began

my odyssey into understanding how ions and graphene interact.

In Chapter 6, I explain the unique methods I developed during the course of this thesis. In-

cluded is a method for synthesizing large-grain, mono- and multi-layer graphene using chemical
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vapor deposition (CVD) and a method for transferring CVD-grown graphene onto hydrophobic

substrates.

Finally, in Chapter 7, I summarize the conclusions from this work and speculate on the future

use of SCEEGs in both electrochemistry and energy harvesting applications.
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... Foolishly reduplicating

Folly in thirty-year periods; they eat and laugh too,

Groan against labors, wars and partings,

Dance, talk, dress and undress; wise men have pretended

The summer insects enviable;

One must indulge the wise in moments of mockery ...

– Robinson Jeffers

2
The SCEEG device

2.1 Chapter overview

This chapter provides a comprehensive description of the supercapacitive electrical energy gener-

ator (SCEEG) while specifically focusing on the behavior of SCEEGs made with graphene elec-

trodes (G-SCEEGs). The main objectives of the chapter are to:

(i) introduce the different types of SCEEGs and their mechanisms of action.

(ii) provide a mathematical model that quantatively captures the dynamics and the scaling be-
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havior of the SCEEG’s electrical output.

(iii) provide data demonstrating how the electrical output of the G-SCEEG varies with different

experimentally-accessible parameters.

(iv) discuss several applications of the G-SCEEG such as harvesting energy from mechanical

vibrations and detecting standing waves on the surface of liquid droplets.

A comprehensive characterization of the G-SCEEG’s physical and chemical properties using op-

tical microscopy, Raman spectroscopy, X-ray photoelectron spectroscopy (XPS), and I-V mea-

surements is also provided. The chapter concludes with a comparison of the electrical output of

SCEEGs whose electrodes are made with different materials, i.e. mono-layer graphene, graphene

with regions of multi-layers, and gold.

2.2 Types of SCEEG devices

In general, a SCEEG is any system of serially-connected supercapacitors which generates an al-

ternating current by repeatedly exchanging charge between adjacent supercapacitors. Superca-

pacitors (also known as electrochemical capacitors, electric double layer capacitors, and ultraca-

pacitors) are capacitors that form as a result of a separation of charge at the interface between an

electrode and either an electrolyte solution or an ionic liquid [32]. Because of this, the term ’su-

percapacitor’ is used interchangeably with the term ’interfacial capacitor’ throughout this thesis.

The reason these capacitors are labeled ’super’ is because their energy density is several orders of

magnitude higher than conventional dielectric capacitors [33]. The supercapacitors discussed in

this thesis are those that form spontaneously when an electrode, such as graphene, is exposed to

these particular liquids. The separation of charge that results from the preferential adsorption of

one ionic species from the liquid to the electrode’s surface leads to the spontaneous formation of
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these capacitors. Such separation of charge also gives rise to an electric potential at the surface of

the electrode which is commonly referred to as the electrode’s surface potential.

The fundamental unit of a SCEEG device consists of a single pair of serially-connected su-

percapacitors (outlined in a red box in Fig. 2.1, p. 17), but similar devices can be made, more

broadly, from capacitors of any type. This single pair of supercapacitors can be added to other

pairs in both series and parallel to create more complex SCEEG devices. Assuming that adjacent

capacitors, Ci and Cj, are both initially charged due to a mechanism such as ionic adsorption, the

conservation of electric charge, q, demands that the removal of an infinitesimal amount of charge,

dq, from one capacitor be offset by the addition of dq to the other, i.e. dq = dqi = −dqj. From the

definition of capacitance this implies that, dq = d (CiΦi) = −d (CjΦj), where Φi and Φj are the

surface potentials across the supercapacitors Ci and Cj, respectively.

With this in mind it is evident that charge can be exchanged between the capacitors, and thus

current can flow through the device, using several different mechanisms. As demonstrated in

Fig. 2.2 those mechanisms include:

(a) changing the electric potential, dq = Ci dΦi = −Cj dΦj: the voltage across one of the

SCEEG’s capacitors is decreased while the voltage across an adjacent capacitor is simulta-

neously increased, i.e. synchronous charging and discharging of nearest-neighbor capaci-

tors; the capacitance of each capacitor remains constant.

(b) changing the capacitance, dq = Φi dCi = −Φj dCj: the capacitance of one capacitor is

decreased while the capacitance of an adjacent capacitor is simultaneously increased; the

voltage across each remains constant.

(c) changing both the capacitance and the electric potential, dq = Ci dΦi+Φi dCi = −Cj dΦj−

Φj dCj: both the capacitance and the voltage of adjacent capacitors are changed.
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Figure 2.1: General SCEEG circuit model. The fundamental unit (red box) of the SCEEG’s circuit model is
a single pair of serially-connected supercapacitors, Cni and Cnj, each of which is charged by the surface poten-
tials, Φni and Φnj, respectively. In the steady state, Φni = −Φnj. Serially-connected supercapacitors repeatedly
exchange an infinitesimal amount of charge, dq, in response to a repeating, infinitesimal change in either their
capacitances or their surface potentials (or both), i.e. dq = d (Ci Φi) = − d (Cj Φj). The repeated exchange of
charge generates an alternating current (for the sake of simplicity the capacitive current sources are not explic-
itly shown in the circuit model). More complex SCEEGs can be created by adding additional pairs of capacitors
in both series and parallel as indicated by the dashed lines.
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(d) changing the capacitance of one and the electric potential of another, dq = Φi dCi =

−Cj dΦj: the capacitance of one capacitor is decreased while the voltage across an adjacent

capacitor is simultaneously increased and vice versa.

Each of the above mechanisms assumes that the electrode-liquid interfaces making up the SCEEG’s

supercapacitors are ideally polarizable, i.e. no charge transfer occurs across the interface and

there is no flow of so-called faradiac current.

Ci

R

Cjdq

+ Φi
– Φj

(b)            = Фi dCi                       = Фj dCj 

(a)       dqi = Ci dФi                                    dqj = Cj dФj 

(c)             = d(Ci Фi)                    = d(Cj Фj) 

(d)             = Фi dCi                        = Cj dФj 

Figure 2.2: Charge transfer mechanisms. An infinitesimal amount of charge, dq, can be exchanged between
the supercapacitors of a SCEEG using any of the four mechanisms listed in (a)–(d). Conservation of charge
requires that dq = dqi = − dqj. Again, for the sake of simplicity the capacitive current sources are not explicitly
shown in the circuit model.

If the supercapacitors are forced to repeatedly exchange charge back and forth, the SCEEG

generates an alternating short-circuit current. The SCEEG simultaneously generates an open-

circuit AC voltage as a result of this current flowing through its internal resistance and capacitive

reactance. However, when no current is flowing and the device is in a steady state, there is no net

open-circuit voltage because Φi = −Φj. Furthermore, a SCEEG is capable of generating electric

power when it is connected to an external load as demonstrated later in this chapter.
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To the best of my knowledge the only embodiments of the SCEEG that have been described to

date are the three devices detailed in this thesis and the single device published by Moon et al. in

2013 [8]. All four of these SCEEGs are similar in that they consist of only two serially-connected

supercapacitors.1 The supercapacitors form spontaneously when the SCEEG’s two electrodes

are exposed to the same liquid droplet. In addition to forming supercapacitors at the electrode-

solution interface, the droplet also electrically connects the electrodes to one another by spanning

the gap between them. Due to its finite conductivity, the droplet acts as a resistor in series with

the two interfacial supercapacitors. Finally, all SCEEGs depend on the droplet’s motion to supply

the impetus for the exchange of charge to occur.

The SCEEGs differ significantly, however, in the material from which their electrodes are

made and in the mechanism by which the moving droplet exchanges charge between the super-

capacitors. Moon et al.’s device has electrodes made from the semiconductor indium tin oxide

(ITO) with one of the electrodes coated with polytetrafluoroethylene (PTFE), causing it to be hy-

drophobic. Their ITO-SCEEG uses the movement of a deionized water droplet to transfer charge

between the electrodes by changing the capacitance of the supercapacitor at the PTFE-coated

electrode. This generates a current which then causes a simultaneously change in the voltage

across the bare ITO electrode. The ITO-SCEEG operates, therefore, via the ΦidCi = −CjdΦj

mechanism.2

Unlike Moon et al.’s ITO-SCEEG, two of the SCEEG devices described in this thesis were

made using the semimetal graphene (G) as the electrode material and the other was made using

the noble metal gold (Au). The two graphene SCEEGs differ from each other in that one con-

tains regions of multilayer graphene (GMULTI-SCEEG) whereas the other contains only monolayer

graphene (GMONO-SCEEG). Despite the difference in their electrodes, the Au-SCEEG and both
1For an illustration of all four SCEEGs, see Fig. 1.1 (p. 8).
2For illustrations of Moon et al.’s ITO-SCEEG, see Figs. 1.1 (c) (p. 8), 2.9 (p. 48), and 2.12 (p. 71).
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G-SCEEGs function via the ΦdC mechanism, i.e. charge transfer occurs when a moving droplet

of electrolyte solution causes a simultaneous change in the capacitance of both of the SCEEG’s

interfacial supercapacitors.

2.2.1 Symmetric vs. asymmetric SCEEGs

It is convenient to classify a SCEEG as being either symmetric or asymmetric. For a SCEEG to

be symmetric it must satisfy the following two criteria:

(i) Both of its capacitors must have the same capacitance per unit area, c0, i.e. the SCEEG’s

electrodes are made of the same material and are exposed to the same solution.

(ii) The mechanism by which the individual capacitors exchange charge must be identical, i.e.

both capacitors use the ΦdC mechanism, etc.

SCEEGs not meeting both of these criteria are labeled asymmetric. By this definition then, only

the ΦidCi = −CjdΦj mechanism of those listed above is exclusive to asymmetric SCEEGs. The

G- and Au-SCEEGs described in this thesis are symmetric because their capacitors exchange

charge via the ΦdC mechanism and have the same value of c0. Conversely, Moon et al.’s ITO-

SCEEG is asymmetric both because its capacitors have different values of c0 and because it uses

the ΦidCi = −CjdΦj mechanism.
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2.3 Physical model

A detailed discussion of the physical model describing the SCEEG is limited here to include only

the two types of SCEEGs that have been developed so far: the symmetric SCEEG using the ΦdC

mechanism, i.e. symmetric ΦdC SCEEG, and the asymmetric SCEEG using the ΦidCi = −CjdΦj

mechanism, i.e. asymmetric ΦidCi = −CjdΦj SCEEG.

2.3.1 Symmetric ΦdC SCEEG

The symmetric ΦdC SCEEG is shown in Fig. 2.3 (p. 22). This SCEEG contains a pair of serially-

connected supercapacitors which use the ΦdC mechanism of charge transfer. According to the

model presented in the figure, when an electrolyte solution is in contact with the SCEEG’s elec-

trodes, one of the ionic species of the electrolyte preferentially and spontaneously adsorbs on the

electrode’s surface. This asymmetric ionic adsorption induces an image charge of density σ at the

surface of the electrode that is of opposite sign as that of the adsorbed ions. The attractive, elec-

trostatic force between the adsorbed ions and the induced image charge effectively binds the ions

to the electrode’s surface, creating a condensed layer (also known as a Stern or Helmholtz layer)

of immobile ions at the surface.

In addition to the attractive, electrostatic force that the ions experience near the electrode’s sur-

face, the ions are also subject to a randomly fluctuating force caused by collisions with solvent

molecules. The resultant of these two forces acts on non-adsorbed ions to create a layer of mobile

ions that extends away from the electrode’s surface and into the bulk of the solvent. This layer is

termed the diffuse layer (also known as the Gouy-Chapman layer) and has a characteristic length

scale, λD, called the Debye length (typically, λD ≃ 1–100 nm) [34].

Taken together, the layer of induced charge in the electrode and the layers of charge in the so-

lution form what is called an electric double layer (EDL) at the electrode-solution interface. Be-
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Figure 2.3: Physical model of the symmetric ΦdC SCEEG. Anions (−) in a droplet of electrolyte solution
(blue) adsorb to the surface of the SCEEG’s electrodes (grey), inducing in them a positive image charge den-
sity, +σ, and generating a surface potential, Φ. The compensating positive charge in solution is distributed
along the air-droplet interface by the cations (+). The compensating negative charge in the electrode is dis-
tributed along the electrode’s surface. a, As the droplet moves from the right to the left electrode, the capac-
itance of the left interfacial capacitor increases while that of the right decreases. During this process positive
charge is removed from the right electrode and deposited on the left, generating a counterclockwise flow of
short-circuit current, Isc, through the circuit as measured by an ammeter. b, As the droplet moves to the right,
the opposite occurs and a clockwise current is generated. The interfacial capacitor at each electrode acts as
both a capacitor and a current source, I. Impeding the flow of current are resistors and time-varying capacitors
connected to each other in series: RE, resistance of the electrode; RS, resistance of the solution; and CL and
CR, capacitances of the left and right interfacial capacitor, respectively. The size of the interfacial capacitors in
each circuit represents the relative magnitude of their capacitance.
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cause there is thought to be more than two total layers of charge at the interface, EDL is a mis-

nomer. Despite this, the term is still widely used in the literature due to historical precedent. EDL

can still be considered accurate, however, in the contrived sense that the combination of a ”solid-

phase” and a ”liquid-phase” layer of charge form a ”double” layer of charge at the interface.

For the case depicted in Fig. 2.3, it is the anions of the electrolyte that form the EDL by specif-

ically binding to the surface of the electrodes and thus inducing in them a positive charge density.

The cations on the other hand are repelled from the region near the positively-charged electrode.3

Because the solution is a conductor, the positive charge that is excluded from the double layer

distributes itself at the air-solution interface in the form of an increased concentration of cations.

The compensating negative charge in the electrode also distributes itself at the surface, save for

the area immediately underneath the droplet. If the electrode is two-dimensional, however, as is

the case with graphene, the compensating charge does not distribute itself exclusively at the elec-

trode’s perimeter [35]. Instead, the charge is distributed throughout the area of the electrode with

its density increasing significantly near the perimeter.4

The accumulation of net charge in both the electrode and in the EDL near the interface is anal-

ogous to the build up of charge that occurs on a parallel-plate capacitor when it is subjected to an

applied voltage. It is convenient, therefore, to model the electrode-solution interface as an elec-

tric double-layer capacitor (EDLC) [37]. Unlike a typical capacitor which is charged by apply-

ing an external potential, the EDLC is charged by the asymmetric adsorption of ions on the elec-

trode’s surface and the charge density, σ, that this, in turn, induces in electrode.

The resulting separation of charge across the interface generates an electric field and, as a re-
3For a more detailed discussion on the properties of the EDL see Chapter 3, Sect. 3.2 (p. 115) and, in particular,

Fig. 3.1 (p. 117).
4In general, it is difficult to analytically express the distribution of charge on a conductor. However, for the case

of an infinitely-long, two-dimensional conductor in the x y plane that straddles the y axis from x = −a to x = a,
the surface charge density, σ, is distributed according to σ(x) = λ / 2π

√
a2 − x2, where λ is the charge per unit

length along the y axis [36]. The surface charge density increases monotonically away from the y axis and diverges
as x → ±a.
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sult, a surface potential, Φ. So long as the interface remains electrochemically inert, i.e. there is

no heterogeneous charge transfer across it, both Φ and σ are assumed to be constant for a given

electrolyte solution. EDLCs are implicitly represented in the circuit diagrams of Fig. 2.3. Be-

cause two-dimensional electrodes, such as graphene, have a quantum capacitance (owing to their

relatively low density of states), the entire graphene-solution interface is actually a serial com-

bination of a quantum capacitor and an EDLC. To account for this addition, the capacitor at the

graphene-solution interface is more generally referred to as a supercapacitor, or interfacial capac-

itor, throughout this thesis. Due to the way in which the interfacial capacitors of the symmetric

SCEEG are oriented relative to each other, their surface potentials sum to zero when the system

is in the steady state. For a stationary droplet, this means there is no net voltage drop across the

SCEEG.
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2.3.1.1 Short-circuit current, Isc

The separation of charge that occurs across a parallel-plate capacitor gives rise to a uniform elec-

tric field, E⃗, between the capacitor’s plates. This field stores energy with a density of w = ϵ ϵ0 |E⃗|2/ 2,

where ϵ and ϵ0 are the relative and vacuum permittivities, respectively.5 From the expression for

w, it is easily shown that the total energy,W , stored in the parallel-plate capacitor is:

W =
1

2
C V 2 (2.1)

where C is the capacitance and V is the voltage drop across the capacitor. Because of the way

in which it stores energy, a charged capacitor can be considered a non-ideal source of voltage if

the external voltage used to charge it is abruptly removed. The energy expended by the exter-

nal voltage source to overcome the back electromotive force (emf) of the charging capacitor is

not irreversibly dissipated but is instead recovered upon turning off the external source.6 When

connected in series to a load resistor of resistance RL, a capacitive voltage source transfers its

stored energy to the load in the form of a current, which dissipates power in the resistor accord-

ing to PL = I2 RL. The transfer of energy from the capacitor to the load effectively discharges

the capacitor, causing the electric potential across it to exponentially decay over a characteristic

timescale, τRC = RC:

V (t) = V0 exp (− t / τRC) (2.2)

Rather than discharging its interfacial capacitors in this way, however, a ΦdC SCEEG generates

short-circuit current by mechanically changing the capacitance of its interfacial capacitors. Dur-
5Because the system is static, it is equivalent to think of the total energy,W , as arising from the particular way

in which the charge is distributed on the surface of the capacitor’s plates, i.e. W =
∫
σ V da / 2, where V is the full

electric potential of the system [36,38].
6In contrast, energy is stored in the form of a magnetic field, B⃗, with a density of w = |B⃗|2/ 2µ0, when a current

flows through an inductor of inductance L. Because this stored energy can be expressed asW = LI2/ 2, an induc-
tor can be considered a non-ideal source of current once the external current flowing through it stops [36].
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ing this process, the voltage across each interfacial capacitor, i.e. the surface potential Φ, does

not exponentially decay according to Eq. (2.2) (p. 25), but instead remains approximately con-

stant. As shown in Fig. 2.3 (p. 22), the way in which the interfacial capacitors are oriented means

that there is no net voltage drop across the device when it is in a steady state, i.e. ΦL = −ΦR.

The SCEEG changes the capacitance of its interfacial capacitors by simultaneously changing

the area of overlap, A(t), between the droplet and each of its electrodes. Ideally, this happens

such that the area change occurring at one electrode is equal but opposite to the area change oc-

curring at the other electrode, i.e. ȦL(t) = − ȦR(t). Taking the derivative with respect to time

of the definition of capacitance, q = C Φ, and assuming that both Φ and the capacitance per unit

area, c0, of the interfacial capacitors are constant, the expression describing the short-circuit cur-

rent generated by each interfacial capacitor is:

Isc(t) = Φ Ċ(t) = σ Ȧ(t) (2.3)

where

Ċ(t) ≡ ĊL(t) = − ĊR(t) (2.4)

Ȧ(t) ≡ ȦL(t) = − ȦR(t) (2.5)

Φ ≡ ΦL = −ΦR (2.6)

and where the surface charge density, σ, is defined as:

σ ≡ c0 Φ (2.7)

Due to both the conservation of charge and the way in which the interfacial capacitors are con-

nected, the current generated by one interfacial capacitor must equal that generated by the other,
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i.e. Isc,L(t) = Isc,R(t).

The assumption that Φ remains constant during this process is true only if the interfacial capac-

itors are able to perfectly absorb the charge flowing into them by changing their capacitance. If

not, charge will accumulate on the interfacial capacitors in excess of the the steady-state charge

density and the value of Φ will change accordingly. It is posited in this model that any change in

Φ is small enough and short-lived enough to be safely neglected in the expression for Isc(t).7 As

discussed in the subsequent section, however, small changes in Φ cannot be neglected when mod-

eling the SCEEG’s open-circuit voltage. This is because any non-zero net voltage drop across the

device’s capacitive reactance is entirely a result of these small changes.

Even though the charged interfacial capacitors of the SCEEG store energy in the form of an

electric field, it is the kinetic energy of the droplet that is responsible for moving charge from one

electrode to the other. As illustrated in Fig. 2.3 (a), when the droplet moves to the left the area

of overlap between it and the left electrode increases. As a result, the total amount of charge on

the left interfacial capacitor increases. The area of overlap between the droplet and the right elec-

trode, however, simultaneously decreases, reducing the amount of charge on the right interfacial

capacitor. Because the two electrodes are connected to each other through an external circuit, the

movement of charge from the right interfacial capacitor to the left generates a counterclockwise

flow of current. In Fig. 2.3 (b), the opposite occurs; as the droplet moves to the right, the cur-

rent flows clockwise from the left to the right electrode. For a continually oscillating droplet, an

alternating current is generated. Because the moving droplet transfers charge from one interfa-

cial capacitor to the other over a given amount of time, e.g. one half of the period of an oscillat-

ing droplet, it is intuitive to think of the droplet, and the SCEEG in general, as a non-ideal cur-
7Because charge is uniformly distributed over the interfacial capacitor’s entire area, any amount of charge added

to the interfacial capacitor that is much less than the total stored charge will only slightly change σ and, hence, Φ.
Also, any excess charge density on the interfacial capacitor will likely quickly desorb from it and return to the bulk
solution, i.e. equilibration of σ is assumed to occur on a timescale that is shorter than the period of the droplet’s
oscillation.
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rent source.8 While treating the SCEEG as a current source simplifies the analysis of its circuit

model, as demonstrated throughout the remainder of this chapter, it is perhaps more accurate to

think of the device as a source of electrical energy. This is because it has a finite, non-zero inter-

nal impedance and, as a result, can be considered a source of both short-circuit current, Isc(t), and

open-circuit voltage, Voc(t).9

2.3.1.2 Open-circuit voltage, Voc

The SCEEG generates an open-circuit voltage, Voc(t), from the flow of current through its inter-

nal impedance, R(t), and capacitive reactance, X(t), both of which are, in general, functions of

time. Voc(t) is, therefore, the sum of the voltage drops across the device’s equivalent resistance

and equivalent reactance:

Voc(t) = VR(t) + VX(t) (2.8)

Although it was assumed in the derivation of Isc(t) above that the surface potential across each

interfacial capacitor is independent of time, the model of Voc(t) treats the total voltage drop across

the equivalent reactance, VX(t), as if it were time-dependent. This is done to account for the pos-

sibility that the flow of current can lead to an accumulation of charge, in excess of the steady-

state charge density, on each interfacial capacitor even as this excess charge is being effectively

absorbed by the interfacial capacitor’s changing capacitance. If the interfacial capacitors were

able to perfectly absorb each unit of charge flowing into them by changing their capacitances,

their surface potentials would remain constant and they would present no impediment to the flow

of current. As a consequence, there would be no net voltage drop across both of them. Although
8Separately, however, each charged interfacial capacitor can still be considered a non-ideal source of voltage

as previously discussed. Additionally, it is evident from Eq. (2.1) that the energy stored in an interfacial capaci-
tor changes as its capacitance changes. The change in the interfacial capacitor’s capacitive energy is much more a
consequence of the droplet’s motion than a result of any small change in its surface potential.

9This argument is supported by the equivalence of the Norton and Thevenin representations of circuits that con-
tain non-ideal sources. See Ref. [39] for more details.
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current is generated only from the region of the interfacial capacitor whose area is changing, it is

the entire area of the interfacial capacitor that contributes to impeding the current. This means

that the reactance of interfacial capacitors is significant and must be explicitly included in the

model of the SCEEG’s open-circuit voltage.

Another way to think about this is that, due to the way in which they are oriented, the total

voltage drop across the interfacial capacitors is the difference between the magnitudes of their

surface potentials. This difference is equal to VX(t), i.e. VX(t) = ΦL(t) − ΦR(t). Because ΦL

and ΦR have the same value in the steady-state, VX(t) is entirely a result of the change in these

surface potentials away from the steady state. Any such change, therefore, cannot be outright ne-

glected without also completely neglecting VX(t).

With this in mind, the voltage drop across R(t) is easily found using Ohm’s law and Eq. (2.3)

(p. 26):

VR(t) = I(t)R(t) = σ R(t) Ȧ(t) (2.9)

and the voltage drop across X(t) is found using the definition of capacitance:

q(t) = Ceq(t)VX(t) (2.10)

where Ceq(t) is the equivalent capacitance of the SCEEG. Solving Eq. (2.10) for VX(t) and writ-

ing q(t) as the integral of I(t) with respect to time gives:

VX(t) =
1

Ceq(t)

∫ t

0

I(t′) dt′ (2.11)

Substituting the expression I(t) = σ Ȧ(t) from Eq. (2.3) into the integral of Eq. (2.11) gives a
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simple expression for VX(t):

VX(t) =
σ

Ceq(t)

∫ t

0

dA(t′) = σ
∆A(t)

Ceq(t)
(2.12)

where

∆A(t) ≡ AL(t)− AL,0 = AR,0 − AR(t) (2.13)

From Eqs. (2.9) and (2.12), Eq. (2.8) can then be expressed as:

Voc(t) = VR(t) + VX(t) = σ Ȧ(t)

(
R(t) +

1

Ceq(t)

∆A(t)

Ȧ(t)

)
(2.14)

2.3.1.3 Time-dependent, internal impedance, Z∗

When one talks of electrical impedance one usually means a frequency-dependent quantity, Z(ω),

that is quantitatively defined according to Ohm’s law as the ratio of the of the voltage phasor, V,

to the current phasor, I:

Z(ω) =
V
I

(2.15)

Strictly speaking, the impedance describes the opposition experienced by a sinusoidal current

as it flows through a circuit [39]. In the case of the SCEEG’s internal impedance, however, it

is more appropriate to think of impedance as a function of time because the device’s equivalent

resistance and equivalent capacitance are, in general, both time-dependent. With this in mind,

a time-dependent, internal impedance, Z∗(t), can be defined for the SCEEG by taking the ratio

of the its open-circuit voltage, Voc(t), to its short-circuit current, Isc(t). From Eqs. (2.3) (p. 26)

and (2.14) this gives:

Z∗(t) =
Voc(t)

Isc(t)
= R(t) +

1

Ceq(t)

∆A(t)

Ȧ(t)
(2.16)
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In general, R(t) and Ceq(t) are functions of time because they are both dependent on the area

of overlap between the droplet and the electrodes, which itself is a function of time. As illustrated

in the circuit diagrams of Figs. 2.3 (p. 22) and 2.4 (p. 32), the equivalent resistance consists of

three resistors in series (one for each electrode and one for the bulk solution of the droplet):

R(t) = RE,L(t) + RE,R(t) + RS(t) = 2RE(t) + RS(t) (2.17)

Although the resistance of the electrode is normally time independent, if the electrode is made

of a material whose resistance can be significantly altered by its environment, such as graphene,

its resistance will change as its area of overlap with the droplet changes. Additionally, because

the resistance of the droplet, RS(t), is dependent on both the droplet’s conductivity, σc, and its

geometry, i.e. its length, l(t), and cross-sectional area, A(t), the resistance will change in time as

the droplet oscillates back and forth across the SCEEG:

RS(t) ≃
1

σc

l(t)

A(t)
(2.18)

The equivalent capacitance consists of two capacitors in series (one for each electrode-solution

interface):

Ceq(t) =

(
1

CL(t)
+

1

CR(t)

)−1

= c0

(
1

AL(t)
+

1

AR(t)

)−1

(2.19)

If no external voltage is applied to the SCEEG and if the SCEEG’s electrodes are inherently elec-

trochemically inert to the liquid droplet, no electrochemical reaction will occur at the electrode-

droplet interface, i.e. no faradaic current will flow between the electrode and the liquid. Under

these conditions the interface is assumed to be ideally polarizable and is therefore modeled solely

as a capacitor. If, however, an external voltage is applied or if the electrode material is electro-

chemically reactive, some faradaic current is expected due to the increased likelihood of a reduction-
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a

R(t)

I(t)

Ceq(t)

Z*(t)

V(t) = VOC(t)

I(t) = ISC(t)

b

c

RE,L(t) RS(t)

CR(t)CL(t)

Cq(t) Cs(t) Cd(t)

I(t) RE,R(t)I(t)

+ Ф – Ф

Figure 2.4: Equivalent circuit models. a, Illustration of the circuit model of the SCEEG explicity showing
the interfacial series capacitance, Cq(t), Cs(t), and Cd(t), and the capacitive current sources, I(t). b, Sim-
plified circuit model representing the device’s equivalent current source, I(t), equivalent resistance, R(t), and
equivalent capacitance, Ceq(t). c, The Norton equivalent circuit with time-dependent impedance, Z∗(t), and
short-circuit current source, Isc(t).
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oxidation reaction occurring at the interface. In this case, the interface is best modeled as a ca-

pacitor in parallel with a faradaic resistor [37].10 Because the basal plane of graphene is inher-

ently electrochemically inert and because gold is a fairly inert noble metal, both the G-SCEEG

and the Au-SCEEG devices are assumed to have ideally polarizable electrode-solution interfaces

in the absence of an applied potential [40].

According to a generally accepted model of the electric double layer, its equivalent capaci-

tance can be represented as two capacitors in series with one another [37]. As previously men-

tioned, one capacitor is due to a condensed layer of ions on the electrode’s surface, called the

Stern layer, and is referred to as the Stern capacitance, Cs(t). The other is due to a diffuse layer

of ions, called the Debye layer, and is referred to as the Debye capacitance, Cd(t).11 Because

these two capacitors are connected in series they add in the usual way to give an equivalent EDL

capacitance, CEDL(t):

CEDL(t) =

(
1

Cs(t)
+

1

Cd(t)

)−1

(2.20)

In addition to Cs(t) and Cd(t), there exists another capacitance, Cq(t), that has up until this

point has only been briefly mentioned. Cq(t) is the quantum capacitance (also referred to as the

chemical capacitance) and is a consequence of the Pauli exclusion principle [41–43]. In order to

add an electron to a conductor, energy must be provided to not only overcome the repulsive force

between the added electron and the conductor’s intrinsic electrons but to also place the electron

in a higher energy state within the conductor’s electronic band structure, as required by Pauli’s

principle. Adding an electron to the electronic band structure results in a change in the system’s

electrochemical potential, ∆µ (also known as the Fermi level, EF). If the density of electrons in

the conductor’s band structure, ∆ne, is changed as a result of a change in an applied electric po-
10See Fig. 2.10 (p. 61) for a circuit model of such an interface.
11See Chapter 3, Sect. 3.2.1 (p. 122) for a more detailed discussion of the Stern and Debye capacitances.
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tential, ∆V , then the following expression for ∆µ holds:

∆µ =
∆ne
ρs

= e∆V (2.21)

where ρs is the density of states of the electrons and e is the fundamental unit of charge. From

Eq. (2.21) and the definition of differential capacitance, C ′ = ∂ q / ∂V , it is easily shown that the

quantum capacitance can be written as:

Cq, 3D = ρs e
2 v (2.22)

where v is the volume of the conductor.12 For a two-dimensional electron gas (2DEG) or a two-

dimensional conductive material like graphene of area A, Eq. (2.22) becomes:

Cq, 2D = ρs e
2 A (2.23)

Because a three-dimensional conductor, no matter how thin, has a near infinite density of elec-

tronic energy states, its quantum capacitance is also nearly infinite. This means that an exter-

nal electric field is unable to significantly penetrate the conductor’s surface and, as a result, the

screening length of a three-dimensional conductor can safely be assumed to be much shorter than

any realistic film thickness [41].

In the case of an electrode exposed to an electrolyte solution, the quantum capacitance is in se-

ries with the equivalent electric double-layer capacitance because the sum of the voltage drops

across them is equal to the total voltage drop across the interface. The true equivalent capacitance

of the interface is therefore comprised of three separate capacitors, connected to each other in se-

ries as shown in Fig. 2.4 (a). The expression for the equivalent capacitance of the complete inter-
12See Chapter 3, Sect. 3.2.1 (p. 122) for a more thorough discussion on differential and quantum capacitances.
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face, CI(t), is then:

CI(t) =

(
1

Cq(t)
+

1

CEDL(t)

)−1

=

(
1

Cq(t)
+

1

Cs(t)
+

1

Cd(t)

)−1

(2.24)

As mentioned above, for three-dimensional conductors, such as gold, that have a near infinite

density of states the quantum capacitance is also nearly infinite. A capacitor with infinite capac-

itance effectively acts as short and contributes negligibly to the total serial capacitance as seen

from the form of Eq. (2.24). Because of this, quantum capacitance does not play a significant

role in the behavior of the Au-SCEEG or any SCEEG whose electrodes have a large density of

states. For such electrodes Eq. (2.24) simplifies to Eq. (2.20). On the other hand, electrodes made

of materials with a finite density of states like graphene can have a quantum capacitance that is of

the same order of magnitude as that of the EDL [44]. As a result, the quantum capacitance does

affect the behavior of the G-SCEEG.

In addition to simplifying the SCEEG’s circuit model by determining the equivalent resistance

and equivalent capacitance, the model can be further simplified using Norton’s theorem. Be-

cause the model contains serially-connected sources and impedances, Norton’s theorem permits

the circuit in Fig. 2.4 (b) to be rewritten as the circuit in Fig. 2.4 (c), i.e. a single current source,

I(t), in parallel to a single internal resistnace, Z∗(t). Although it is more intuitive to describe

a SCEEG as a current source, Thevenin’s theorem permits the circuit in (c) to be rewritten as a

voltage source in series with Z∗(t) as shown in Fig. 2.21 (p. 90).

2.3.1.4 Mutual capacitance between the SCEEGs electrodes

Although it is possible, using advanced photolithographic techniques, to fabricate electrodes that

are separated by a gap of the same order of magnitude as the characteristic thickness of the dif-

fuse layer (λD ∼ 10−9 m), the mutual capacitance of the electrodes, CLR, at this distance of sep-
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aration is still orders of magnitude less than their interfacial capacitances because of their end to

end orientation, i.e. CL ≃ CR >> CLR.13 To see why this is so, consider the following argument:

The electrode is a conductor so any excess charge it has accumulates at its surface. The surface

density of the excess charge is greatest at the ends of the electrode owing to the large amount of

curvature found there relative to the rest of the electrode.14 For this reason the ends of the elec-

trodes that are facing one another can be treated, approximately, as two infinitely long wires of

radius r = a. If the wires are separated by a distance d, such that d >> a, with one having a

linear charge density of +λ and with the other having −λ, the potential difference, V , between

them is:

V =
λ

π ϵ ϵ0
ln
(
d

a

)
(2.25)

and their capacitance is given by:

C =
q

V
=

ϵ ϵ0 π

ln
(
d
a

) l (2.26)

where l is the length of the wires [36]. Because the form of Eq (2.26) assumes the wires are in-

finite, the expression holds only for l >> d. Using values typical of SCEEGs with side-by-side

electrodes (ϵ ∼ 102, d ∼ 10−6 m, a ∼ 10−9 m, and l ∼ 10−2 m), Eq. (2.26) estimates the

mutual capacitance to be ∼ 10−11 F. Compared to the interfacial capacitance of each electrode

(CL ≃ CR ∼ 10−7 F), the mutual capacitance is orders of magnitude smaller. It is therefore safe

to neglect CLR when modeling the SCEEG.
13This condition, along with the fact that the SCEEG’s electrodes are held at roughly the same electric potential

relative to the bulk of the droplet, ΦL ≃ ΦR, implies that the capacitance matrix, C, of the system is diagonal, i.e.
C =

[
CL + CLR −CLR
−CRL CR + CRL

]
≃
[
CL 0
0 CR

]
. For a more detailed discussion of the elements of the capacitance matrix,

see Ref. [38].
14For a two-dimensional conductor the surface charge density is greatest near the perimeter as discussed in foot-

note 4 of this chapter (p. 23).
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2.3.1.5 Phase angle, ϕ

A phase delay exists between the waveforms of Isc(t) and Voc(t) for any alternating short-circuit

current that flows through an internal impedance consisting of a resistor and a capacitor in series.

Specifically, Voc(t) trails Isc(t) by the angle, ϕ. As evident in Fig. 2.5, ϕ is a function of both time

and frequency. Assuming that the waveforms are sinusoidal and can be represented as phasors, ϕ

can be determined geometrically using an Argand diagram:

ϕ(t, ω) = tan−1

(
− 1

ωR(t)Ceq(t)

)
(2.27)

ISC ISC R(t)

ISC / ωCeq(t)VOC

φ

Figure 2.5: Argand diagram. Argand diagram of the phase angle, ϕ, between Isc(t) and Voc(t). Isc and Voc
are the magnitudes of the phasors of the short-circuit current and open-circuit voltage, respectively. R(t) and
Ceq(t) are the time-dependent equivalent resistance and capacitance, respectively, and ω is the angular fre-
quency.
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2.3.1.6 Power dissipated in a load, PL

Because the SCEEG can generate both short-circuit current and open-circuit voltage it can also

serve as a source of electric power. This is most easily understood by considering what happens

when a load impedance, ZL(t), is placed across the SCEEG’s terminals. The resulting circuit

changes from that in Fig. 2.6 (a) to that in Fig. 2.6 (b). In the presence of ZL(t) the short-circuit

current generated by the SCEEG is divided into two parallel branches. A portion of the current is

shorted through the internal impedance of the device and the rest flows through the load.

From this figure it is clear that the voltage drop across the internal impedance and the load

impedance must be equal. This equivalence means that the ratio of the current flowing through

the load, IL(t), to the total short-circuit current is:

IL(t)

Isc(t)
=

(
1 +

ZL(t)

Z∗(t)

)−1

(2.28)

From the common expression for electric power, P = I V , it is found that the instantaneous

power dissipated in the load, PL(t), is:

PL(t) = IL(t)
2 ZL(t) =

(
Isc(t)

1 + ZL(t)
Z∗(t)

)2

ZL(t) (2.29)

Using Eq. (2.55) it is found that the SCEEG delivers power to the load with an efficiency, η(t),

of:

η(t) =
PL(t)

PTOT(t)
=

(
1 +

Z∗(t)

ZL(t)

)−1

(2.30)

It is worth noting here that the average power dissipated in the load, ⟨PL⟩avg, can be represented

as:

⟨PL⟩avg = ⟨IL⟩RMS ⟨VL⟩RMS cosϕ (2.31)
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IZ*(t)

I(t)

ZL(t)
IL(t)

PL(t) = IL(t)2 ZL(t)

V(t) = VOC(t)

I(t) = ISC(t)
a

b

Z*(t)

Z*(t)

Figure 2.6: Circuit model with load impedance. Illustration of the Norton equivalent circuit of the SCEEG
device, (a) without and (b) with a load impedance, ZL(t). Power generated by the device is dissipated in
the both the load impedance and internal impedance, Z∗(t), as the currents IL(t) and IZ∗(t), respectively,
flow through them. The efficiency, η, of the SCEEG in delivering power to the load impedance is given by
Eq. (2.30).
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where ⟨IL⟩RMS and ⟨VL⟩RMS are the root-mean-square (RMS) averages of both the current and the

voltage across the load, respectively. If the load is made up of reactive elements, i.e. capacitors

and inductors, there will be a phase shift, ϕ, between IL(t) and VL(t). This phase shift results in

a decrease in the real power dissipated in the load compared to the apparent power, ⟨PL⟩avg =

⟨IL⟩RMS ⟨VL⟩RMS, that the load would otherwise be expected to dissipate. Physically, the real power

is always less than the apparent power for loads with complex impedances because reactive ele-

ments store energy, which can then be later recovered, instead of thermally dissipating it. The

cosϕ term in Eq. (2.31) is called the power factor (PF) and it represents the factor by which the

real value of ⟨PL⟩avg is decreased from its apparent value for a given phase shift, − π
2

≤ ϕ ≤
π
2
[39]:

PF ≡ cosϕ (2.32)

Although it is most common for 0 ≤ PF ≤ 1, there are limited situations where PF < 0 [45]. In

experiments conducted so far with SCEEGs, the load has been entirely resistive and it has, there-

fore, been assumed that PF = 1.
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2.3.1.7 Characteristic timescale of the ΦdC SCEEG’s dynamics

The time-dependent output of the ΦdC SCEEG is not dictated by the characteristic timescale that

typically governs a circuit containing a resistor in series with a capacitor, i.e. τRC = RC. This

is because the ΦdC SCEEG’s capacitors are not charged or discharged by changing the potential

drops across them. Instead, charge is added to and subtracted from the capacitors by changing

their capacitance. To date this has been accomplished exclusively by changing the capacitor’s

area by a moving a droplet of liquid over an electrode. As long as the capacitor at the droplet-

electrode interface forms on a timescale that is orders of magnitude faster than the period of the

oscillating droplet and no faradaic current flows across the interface, the frequency at which the

SCEEG generates short-circuit alternating current is limited only by the frequency of the droplet’s

motion.

For a droplet of electrolyte solution the timescale on which an electric double layer is formed

is known as the Debye time, τD:

τD =
λ2
D

D
(2.33)

and is the time required for a hydrated ion of diffusivity, D, to diffuse over a single Debye screen-

ing length, λD:

λD =

√
ϵ ϵ0 kB T

2 z2 e2 n∞
(2.34)

where ϵ is the relative permittivity of the solution, kB the Boltzmann constant, T the temperature,

z the charge state of the ions, e the charge of an electron, and n∞ the average concentration of

the ions in the bulk solution.15 The Debye screening length is discussed in greater detail in Chap-

ter 3.

The Debye time is a property of the electrolyte solution and is typically on the order of 10−9

to 10−6 s (λD ≃ 1–100 nm, D ≃ 103 µm2/s) [34]. Due to the difficulties in translating a liq-
15Strictly speaking, the form of Eq. (2.34) is valid only for symmetric electrolytes, z- = z+.
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uid droplet at high frequencies, e.g. viscous damping and irreversible droplet spreading [46–48],

SCEEGs have only been implemented at frequencies < 1 kHz. The period of oscillation, T , at

these frequencies is greater than 1 ms, resulting in T >> τD. Thus, for oscillation frequencies

< 106–109 Hz the timescale of the SCEEG’s dynamics is determined exclusively by T .

2.3.1.8 Summary of analytical expressions

The list below summarizes the analytical expressions describing the output of the symmetric ΦdC

SCEEG. The equations have been generalized to include the case where n ≥ 1 droplets are si-

multaneously oscillating in phase with each other.

Isc(t) = nσȦ(t) (2.35)

Voc(t) = Isc(t)Z
∗(t) (2.36)

PL(t) =

(
Isc(t)

1 + ZL(t)
Z∗(t)

)2

ZL(t)

where

Z∗(t) = R(t) +
1

Ceq(t)

∆A(t)

Ȧ(t)

R(t) = 2RE(t) +
RS(t)

n
(2.37)

Ceq(t) = n c0

(
1

AL(t)
+

1

AR(t)

)−1

(2.38)
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2.3.1.9 Scaling of ⟨Isc⟩RMS , ⟨Voc⟩RMS , and ⟨PL⟩avg

To analyze how the average output of a symmetric ΦdC SCEEG scales with the variables A(t),

n, and frequency of oscillation, f , it is helpful to assume that the area of overlap between a droplet

and the left and right electrodes is sinusoidal in time:

AL(t) = AL,0 + α sin (ω t) (2.39)

AR(t) = AR,0 − α sin (ω t) (2.40)

where α is the amplitude of the area change, ω the angular frequency of oscillation (ω = 2πf ),

and AL,0 and AR,0 the average areas of overlap between the droplet and the left and right elec-

trode, respectively.16 Using this assumption, Eqs. (2.16), (2.35), (2.36), and (2.38) become:

Z∗(t, ω) = R +
1

j ω Ceq(t)
(2.41)

Isc(t, ω) = σ nω α cos (ω t) (2.42)

Voc(t, ω) = Isc(t, ω) Z
∗(t, ω) (2.43)

Ceq(t) = n c0

([
AL,0 + α sin (ω t)

] [
AR,0 − α sin (ω t)

]
AL,0 + AR,0

)
(2.44)

where R and ω are assumed to be constant in time and j is the imaginary unit. It is interesting to

note that although Eqs. (2.41) – (2.43) are functions of time, they are also explicitly dependent on
16Except for the small, abrupt changes in the overlap area caused by pinning of the droplet to the electrode’s sur-

face and the slight asymmetries between ȦL(t) and ȦR(t) that this causes, this is generally a reasonable assumption
to make.
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frequency.17 Unlike the frequency dependence, however, the time dependence for each is purely

oscillatory. As a result, for a constant angular frequency, ω, the equations only change apprecia-

bly over half a period of oscillation, T / 2 = π /ω.

For determining how the SCEEG’s output scales, it is essential to eliminate the oscillatory time

dependence of the equations above by averaging quadratically over time. The root-mean-square

(RMS) of Eq. (2.42) over a single period of oscillation is:

⟨Isc⟩RMS =

√
2

2
σ nω α (2.45)

It is clear from Eq. (2.45) that ⟨Isc⟩RMS scales linearly with all four variables σ, n, ω, and α. Un-

like ⟨Isc⟩RMS, analytical expressions for ⟨Voc⟩RMS and ⟨PL⟩avg cannot be written due to the form

of the internal impedance, Z∗(t, ω). It is possible, however, to analyze their scaling behaviors by

numerically averaging them over time.

Fig. 2.7 shows log-log plots of the computed value for ⟨Voc⟩RMS as a function of the peak-to-

peak area change, the number of droplets, and the frequency of oscillation. Parameters used in

the calculations were chosen to match those of the experiments involving a 20 µL droplet of 1

M HCl oscillating on the GMULTI-SCEEG device. The values of the parameters are listed below

in Table 2.1 (p. 46).18 The plots of Fig. 2.7 show that ⟨Voc⟩RMS scales linearly with the peak-to-

peak area change and is also linear for large values of both the droplet number and the frequency.

⟨Voc⟩RMS scales sub-linearly with droplet number when the number is less than 10 and is inde-

pendent of frequency when the frequency is less than 100 Hz. Although the scaling behavior

of ⟨Voc⟩RMS vs. area change agrees with the experimental data in Fig. 2.19 (p. 87), the scaling
17Mathematical expressions dependent on both time and frequency are said to be functions of the time–frequency

domain and are useful in certain signal-processing applications. See Refs. [49] and [50]. Expressions with time-
frequency dependence similar to Eq. (2.42) (p. 43) are also found when taking derivatives with respect to time of the
equations describing the displacement of simple harmonic motion [51].

18See Fig. 2.19 (p. 87) for the experimental data.
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behavior of ⟨Voc⟩RMS vs. droplet number appears to disagree with it. This could simply be due,

however, to the lack of enough data points to make an accurate comparison.
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Figure 2.7: Scaling of ⟨Voc⟩RMS. Log-log plots of ⟨Voc⟩RMS vs. (a) peak-to-peak area change, 2α, (b) number
of droplets, n, and (c) frequency, f . For most values of each of these parameters, ⟨Voc⟩RMS scales linearly.

Fig. 2.8 shows log-log plots of the computed value for ⟨PL⟩avg as a function of the peak-to-

peak area change, the number of droplets, and the frequency of oscillation. Again, parameters

used in the calculations were chosen to match those of the experiments involving a 20 µL droplet

of 1 M HCl oscillating on the GMULTI-SCEEG device. The values of the parameters are listed be-

low in Table 2.1 (p. 46).19 The plots show that ⟨PL⟩avg scales quadratically with the peak-to-peak

area change. It is also quadratic for large values of droplet number. For droplet numbers less than

10, ⟨PL⟩avg scales linearly. For frequencies less than 10 and greater than 100 Hz, ⟨PL⟩avg scales

quadratically with frequency. Between 10 and 100 Hz, however, ⟨PL⟩avg is linear in frequency.

The scaling behavior of ⟨PL⟩avg with the peak-to-peak area change and droplet number agrees

with the experimental data in Fig. 2.20 (p. 89).
19See Fig. 2.20 (p. 89) for the experimental data.
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Figure 2.8: Scaling of ⟨PL⟩avg. Log-log plots of ⟨PL⟩avg vs. (a) peak-to-peak area change, 2α, (b) number
of droplets, n, and (c) frequency, f . For most values of each parameter, ⟨PL⟩avg scales like the square of the
parameter.

Parameter Value Units Source
(a) (b) (c)

2α − 2.4 10 mm2

n 1 − 1 droplet
f 30 30 − Hz Figs. 2.19, 2.20

AL,0 10 5.4 10 mm2 (pp. 87, 89)
AR,0 10 5.4 10 mm2

ZL(t) = RL 150 150 150 kΩ
R 50 50 50 kΩ Table 2.2 (p. 64)
σ 570 570 570 nC/cm2 Table 3.4 (p. 153)
c0 10 10 10 nF/mm2 Table 3.5 (p. 158)
RS 30 30 30 Ω Eq (2.18) (p. 31)

Table 2.1: Parameters used in the numerical calculations of ⟨Voc⟩RMS and ⟨PL⟩avg. The parameters
and their values used in the numerical calculations of (a)–(c) of both Figs. 2.7 and 2.8. Values were chosen
to coincide with those from experiments. In the experiments, ZL(t) was due exclusively to RL, which was as-
sumed to be constant in time. RS was estimated from the conductivity and geometry of the droplet (σc ≃ 280
mS/cm [52], l ≃ 4 mm, A ≃ 5 mm2 → RS ≃ 30 Ω)
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2.3.2 Asymmetric ΦidCi = −CjdΦj SCEEG

The asymmetric ΦidCi = −CjdΦj SCEEG is shown in Fig. 2.9. Like the symmetric ΦdC SCEEG,

this device contains a pair of serially-connected interfacial capacitors. The top interfacial capac-

itor uses the ΦdC mechanism of charge transfer while the bottom uses the CdΦ mechanism. By

definition, the interfacial capacitors have different capacitances per unit area, c0. As previously

mentioned, asymmetric ionic adsorption on the electrodes induces an image charge of density σ

at the surface of the electrodes that is of opposite sign as that of the adsorbed ions. In general,

the surface charge density induced in the top electrode is not equal to that which is induced in the

bottom electrode for this device, i.e. σT ̸= σB. Spontaneous charge separation across each in-

terface generates an electric field, E⃗, and, in turn, a surface potential, Φ. When the device is in a

steady state and there is no relative motion between it and the droplet wetting it, the surface po-

tentials of the top and bottom interfaces are equal but opposite, i.e. ΦT = −ΦB, and there is no

net voltage drop across the SCEEG.

2.3.2.1 Summary of analytical expressions

The analytical expressions describing the output of the asymmetric ΦidCi = −CjdΦj SCEEG

are similar to those describing the output of the symmetric ΦdC SCEEG. The expressions are

summarized in the list below and are generalized to include the case where n ≥ 1 droplets are
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Figure 2.9: Physical model of the asymmetric ΦidCi = −CjdΦj SCEEG. Anions (−) in a droplet ”bridge”
of electrolyte solution (blue) adsorb to the surface of the SCEEG’s electrodes (grey), inducing in them positive
image charge densities, +σT and +σB, and generating surface potentials, ΦT and ΦB. The compensating pos-
itive charge in the solution is carried by the cations (+) to the lateral surfaces of the droplet and is distributed
along the air-droplet interface. The compensating negative charge in the electrode is distributed along the elec-
trode’s surface. a, As the bottom electrode moves upward, the capacitance of the top interfacial capacitor in-
creases while that of the bottom remains constant. During this process positive charge is removed from the
bottom electrode and deposited on the top, generating a counterclockwise flow of short-circuit current, Isc,
through the circuit as measured by an ammeter. The magnitudes of the surface potential, |ΦB|, and the sur-
face charge density, |σB|, of the bottom electrode decrease as a result. b, As the electrode moves downward,
the opposite occurs and a clockwise current is generated. The interfacial capacitor at the top electrode acts as
both a capacitor and a current source, I. Impeding the flow of current are resistors and capacitors connected
to each other in series: RE, resistance of the electrode; RS, resistance of the solution; and CT and CB, capac-
itances of the top and bottom interfacial capacitor, respectively. The size of the interfacial capacitors in each
circuit represents the relative magnitude of their capacitance.
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simultaneously oscillating in phase with each other.

Isc(t) = nσT ȦT(t) (2.46)

Voc(t) = Isc(t)Z
∗(t)

PL(t) =

(
Isc(t)

1 + ZL(t)
Z∗(t)

)2

ZL(t)

where

Z∗(t) = R(t) +
1

Ceq(t)

∆AT(t)

ȦT(t)

R(t) = 2RE(t) +
RS(t)

n

Ceq(t) = n

(
1

c0,TAT(t)
+

1

c0,BAB

)−1

(2.47)

2.3.2.2 Short-circuit current, Isc

The asymmetric ΦidCi = −CjdΦj SCEEG generates current when the capacitance of its top

interfacial capacitor is changed. This is accomplished by moving the bottom electrode up and

down, which subsequently changes the area of overlap between the droplet bridge and the top

electrode. Because the droplet is pinned to the bottom electrode, the area of overlap there re-

mains constant and, as a result, the bottom interfacial capacitor generates no current. For the same

arguments provided in Sect. 2.3.1.1 (p. 25), the moving droplet, and the asymmetric SCEEG in
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general, can be thought of as a non-ideal source of current and the expression for Isc(t) is:

Isc(t) = nσT ȦT(t)

For this equation to hold, however, the image charge that is induced in the top electrode by the

adsorption of ions must traverse the SCEEG and end up on the bottom electrode as soon as the

receding droplet forces the ions bound to the top electrode to desorb. As the droplet dewets the

top electrode, the ions that were once adsorbed to the interface are redistributed throughout the

droplet with any remaining net charge density distributing itself at the air-droplet interface. The

image charge that was once induced in the electrode by these ions, however, can do one of two

things: it can either move to the bottom electrode, generating a short-circuit current and increas-

ing both the surface potential and charge density of the bottom interfacial capacitor in the pro-

cess, or it can redistribute itself in the top electrode such that it remains near the electrode-droplet

interface, increasing both the surface potential and charge density of the top interfacial capacitor

but generating no short-circuit current. In either case, ions from the solution will adsorb to the

electrode-droplet interface in response to the added image charge there.

To a first approximation, whether the excess image charge redistributes itself in the top elec-

trode or moves to the bottom electrode depends on which process is energetically favorable, i.e.

which process requires the least amount of energy. From Eq. (2.1) (p. 25), the total energy stored

in the top and bottom interfacial capacitors, assuming they can both be treated as parallel-plate

capacitors, is:

WTOT = WT +WB =
1

2

(
q2T
CT

+
q2B
CB

)
(2.48)

If an excess amount of image charge, δq, were suddenly added to the interfacial capacitor of the
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top electrode, the change in energy of the system, ∆WTOT,T, would be:

∆WTOT,T =
δq

2CT
(δq + 2 qT) (2.49)

Similarly, if the same amount of excess charge were added to the interfacial capacitor of the bot-

tom electrode, the change in energy of the system, ∆WTOT,B, would be:

∆WTOT,B =
δq

2CB
(δq + 2 qB) (2.50)

From the ratio, S, of ∆WTOT,T to ∆WTOT,B,

S ≡ ∆WTOT,T

∆WTOT,B
=

CB

CT

(
δq + 2 qT
δq + 2 qB

)
(2.51)

one can determine whether it is energetically favorable for an excess amount of image charge, δq,

to remain on the top electrode or to traverse the device to the bottom electrode in the event that

the area of overlap between the droplet and the top electrode suddenly decreases. For S > 1, it is

energetically favorable for the image charge to traverse the circuit to the bottom electrode as this

requires the least amount of energy.20 For S < 1, the opposite is true and the image charge will

remain in the top electrode. For the case where S = 1, both processes are equally as energetically

favorable and the kinetics of each will dictate which process is dominant.
20Because Moon et al.’s asymmetric ITO-SCEEG device has been empirically shown to generate short-circuit cur-

rent, as inferred from its ability to generate a voltage drop across a load, the excess image charge must move to the
bottom interfacial capacitor when the capacitance of the top interfacial capacitor decreases and, therefore, it must be
that S > 1. This is consistent with the fact that CB /CT ∼ 102 for the device. See Sect. 2.3.3.2 (p. 70) and Table 2.3
(p. 73) for more details.
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2.3.2.3 Open-circuit voltage, Voc

By definition, the capacitance of only one of the interfacial capacitors of the asymmetric ΦidCi =

−CjdΦj SCEEG changes. In the example in Fig. 2.9 (p. 48) this is the top capacitor. Assuming

that this change in capacitance does in fact result in the generation of short-circuit current and

that c0,B is constant, the surface potential of bottom interfacial capacitor, ΦB, must change to en-

sure that charge is conserved. Unlike the symmetric ΦdC SCEEG, no excess charge can be ab-

sorbed by the bottom interfacial capacitor without also altering ΦB. Thus, the following relation

must be true:

Isc(t) = ΦTĊT = CBΦ̇B (2.52)

Solving Eq. (2.52) for Φ̇B and integrating with respect to time to find ΦB(t) yields:

ΦB(t) = ΦT

(
c0,T
c0,B

)(
∆AT(t)

AB

)
+ ΦB,0 (2.53)

where ΦB(t = 0) = ΦB,0. It is assumed in Eqs. (2.52) and (2.53) that CT itself does not impede

the flow of Isc(t). As previously discussed, however, this is the ideal case and is only true if CT

perfectly absorbs all charge flowing into it by changing its capacitance.

Because ΦT = −ΦB,0, the change in ΦB is equal to the net voltage drop across the interfacial

capacitors:

∆ΦB(t) = ΦB(t) + ΦT = ΦT

(
c0,T
c0,B

)(
∆AT(t)

AB

)
(2.54)

The effect of the change in ΦB on the SCEEG’s open-circuit voltage is captured in the form of the

asymmetric SCEEG’s time-dependent equivalent capacitance, Ceq(t). The expression for ∆ΦB(t)

is not equivalent, however, to the expression for the total voltage drop across the capacitive re-

actance, VX(t), because ∆ΦB(t) does not include the capacitive reactance of the top interfacial
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capacitor, i.e. [
∆ΦB(t) = σT

∆AT(t)

CB

]
̸=
[
VX(t) = σT

∆AT(t)

Ceq

]
The form of VX(t) better describes the actual behavior of the SCEEG because any current through

the device will be impeded by the reactance of both the bottom and top capacitors.

Although the expressions for the time-dependent, internal impedance, Z∗(t), and internal resis-

tance, R(t), retain their familiar forms,

Z∗(t) = R(t) +
1

Ceq(t)

∆AT(t)

ȦT(t)

R(t) = 2RE(t) +
RS(t)

n

the expression for the equivalent capacitance, Ceq(t), is changed to reflect the time-independence

of the bottom interfacial capacitor’s capacitance:

Ceq(t) = n

(
1

c0,TAT(t)
+

1

c0,BAB

)−1

Like the symmetric ΦdC SCEEG, the expression for the open-circuit voltage is again given by:

Voc(t) = Isc(t)Z
∗(t)
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2.3.2.4 Power dissipated in a load, PL

As before, from the common expression for electric power, P = I V , one finds that the instanta-

neous power, PL(t), dissipated in a complex load impedance, ZL(t), is:

PL(t) = IL(t)
2 ZL(t) =

(
Isc(t)

1 + ZL(t)
Z∗(t)

)2

ZL(t)

whereas the average power, ⟨PL⟩avg, dissipated in that load is:

⟨PL⟩avg = ⟨IL⟩RMS ⟨VL⟩RMS cosϕ

2.3.2.5 Characteristic timescale of the ΦidCi = −CjdΦj SCEEG’s dynamics

Although one of the ΦidCi = −CjdΦj SCEEG’s capacitors is charged and discharged, i.e. the

bottom capacitor across which the voltage drop increases and decreases, the timescale of the de-

vice’s output is dictated primarily by the period of oscillation, T , of the capacitance of the top ca-

pacitor. Like the ΦdC SCEEG, this is again due to the fact that the changing capacitance acts as

an alternating current source with period T . This current source forces a charging/discharging re-

sponse in the opposing capacitor instead of allowing it to naturally charge/discharge on the usual

timescale of τRC = RC. Because the oscillation period is usually much longer than the Debye

time, i.e. T >> τD, the change in capacitance and, hence, the generated current are limited only

by the timescale of T .21

There is a situation in the operation of the device, however, where τRC does influence the timescale

of the SCEEG’s output. If the decreasing capacitance of the top interfacial capacitor forces the

bottom interfacial capacitor to charge but does not then force that capacitor to discharge by sub-
21See Sect. 2.3.1.7 (p. 41) for a discussion of the Debye time.
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sequently increasing its capacitance, the bottom interfacial capacitor will discharge naturally until

both its surface potential and charge density (assuming its capacitance per unit area, c0, remains

constant) reach their steady state values, ΦB,0 and σB,0, respectively. The process of discharging

the bottom interfacial capacitor can occur through one of two possible mechanisms:

1. Generation of Isc over a characteristic timescale of τRC

If the RC time constant, τRC, is much shorter than the characteristic timescale of ionic des-

orption, τd, i.e. the timescale over which ions, whose concentration is in excess of its steady-

state value, desorb from the interface as a result of thermal fluctuations, the excess charge

stored on the bottom interfacial capacitor, qex ≡ ∆σBAB = σT∆AT, will be converted into

electric current. In turn, the current will ultimately be dissipated in the device’s internal re-

sistance in the form of electric power. Mathematically, the time-dependent discharge of the

excess voltage, Vex(t), and excess charge, qex(t), of the bottom interfacial capacitor and the

resulting excess current, Iex(t), can all be written as functions that decrease exponentially

in time:

Vex(t) = Vex,0 exp (− t /τRC) (2.55)

qex(t) = qex,0 exp (− t /τRC) (2.56)

Iex(t) = Iex,0 exp (− t /τRC) (2.57)

55



where

τRC ≡ RCeq (2.58)

Vex,0 ≡ ∆ΦB =
∆σB
c0,B

(2.59)

Iex,0 ≡
Vex,0
R

=
∆σB
R c0,B

(2.60)

qex,0 ≡ − Iex,0 τRC = − ∆σBCeq

c0,B
(2.61)

Both the excess surface potential, ∆ΦB, and the excess charge, ∆σB, on the bottom inter-

facial capacitor will exponentially decay over the characteristic timescale τRC until their

steady state values, Φ0,B and σ0,B, are reached.

2. Ionic desorption over a characteristic timescale of τd

On the other hand, if τd << τRC, the excess ionic charge stored on the bottom interfacial

capacitor will decay before it can generate any meaningful current flow through the device.

The excess charge on the bottom interfacial capacitor will be removed as ions desorb from

the interface, a process that continues until the stead-state density of the ions is reached.

While this will create a small current over a short distance in the direction normal to the

interface, the probabilistic nature of thermally-driven desorption makes it unlikely that this

process will generate a concerted flow of image charge large enough to produce a short-

circuit current at the device level.

According to the Langmuir adsorption model, the rate of desorption, rd, is equal to the prod-
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uct of the desorption reaction rate constant, kd, and the relative concentration of bound

ions, Θr, i.e. Θr = Θ/Θsat where Θ is the number of occupied binding sites and Θsat is the

total number of occupied binding sites at saturation. Assuming the rate of the desorption

reaction is first order in Θr,22 the expression for rd is:

rd =
dΘ

dt
= − kdΘr (2.62)

where

kd = ν exp (−Ed / kB T ) (2.63)

In Eq. (2.63), ν is the frequency factor, i.e. the number of successful desorption attempts

per unit time, kB T is the thermal energy of the system, and Ed is the activation energy for

the desorption reaction [54]. Ed can be thought of as being approximately equal to the bind-

ing energy of the ions to the interface, i.e. Ed ≃ EB. In general, Eq. (2.63) is known as the

Arrhenius equation and it is widely used to describe how the rate of a chemical reaction de-

pends on temperature.

To find the characteristic timescale of desorption, τd, one integrates Eq. (2.62) with respect

to time to find an expression for Θ(t). Doing so gives:

Θ(t) = Θ0 exp (− t / τd) (2.64)

where

τd ≡
Θsat

kd
=

Θsat

ν
exp (Ed / kB T ) (2.65)

22The order, x, of a reaction with respect to a reactant A is defined as the exponent to which the concentration of
A, [A], is raised in the rate equation, i.e. r = k [A]

x. The total reaction order, n, is the sum of the exponents of all
the concentration terms appearing in the rate equation. For r = k [A]

x
[B]

y , n = x+ y [53].
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Because each bound ion carries a charge, q = z, where z is the charge state of the ion, the

desorption of charge, in excess of that in the steady state, from the interfacial capacitor can

be written using Eq. (2.64):

qex(t) = zΘex(t) = qex,0 exp (− t / τd,ex) (2.66)

where

qex,0 ≡ zΘex,0 = z (Θi −Θ0) (2.67)

τd,ex ≡
Θex,sat

νex
exp (Ed,ex / kB T ) (2.68)

and where Θex,0 = Θi − Θ0 is the initial number of bound ions that is in excess of the num-

ber in the steady-state, Θ0.

Because ions fall into a potential energy ”well” as they absorb to the interface, they release

energy in the process. This energy is the binding energy, EB, of the ion to the interface and

represents the energetic barrier that must then be overcome for the ions to escape the well

and desorb.23 For this reason, the rate of desorption at the interface is much slower than the

rate of absorption. However, when concentrated at the interface in excess of their steady-

state density, overcrowding of the ions results in the excess ions being less strongly bound

to the electrode because of their mutual repulsion of one another. This reduces the ener-

getic barrier to desorption and, as a result, increases the desorption rate.
23On average, the ions likely experience an attractive, screened Coulomb potential arising from their electrostatic

attraction to image charges in the electrode and from their ability to screen the resulting electric field. This potential
is effective over a long range because it scales as ∼

(
e− r /λD

)
/ r, where λD is the Debye length and r is the dis-

tance to the interface. Additionally, the ions experience a short-range, repulsive potential due to their finite size and
mutual repulsion that scales as ∼ 1 / rn, where n → ∞ [38, 55].
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The two discharge mechanisms listed above are believed to occur regularly during the nor-

mal operation of the SCEEG as a result of transient pinning of the droplet to the top electrode.

For τRC << τd ∼ T , however, the current and voltage generated by these transient pinning

events decays too quickly to meaningfully contribute to Isc(t) and Voc(t).24 Similarly, if τd <<

τRC ∼ T , uncompensated changes in the area of overlap at the top electrode negligibly impact

the SCEEG’s current and voltage outputs.

24In Ref. [8], τRC ≃ 5− 10 ms and T = 33 ms.
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2.3.3 Experimental verification of the model

The physical models for the symmetric ΦdC and asymmetric ΦidCi = −CjdΦj SCEEGs that

were developed in Sects. 2.3.1 (p. 21) and 2.3.2 (p. 47) were compared to experimental data in

order to determine their veracity. The symmetric ΦdC SCEEG model was compared to data that

was taken using the GMULTI-SCEEG device whereas the asymmetric ΦidCi = −CjdΦj SCEEG

model was compared to data that was taken by Moon et al.’s ITO-SCEEG device. In both cases,

the model sufficiently matched the data so as to prove that the two are at least in qualitative agree-

ment.

2.3.3.1 Symmetric ΦdC SCEEG

The physical model of the symmetric ΦdC SCEEG proposed in Sect. 2.3.1 (p. 21) was experi-

mentally verified in two different ways. In the first, the circuit model was tested by applying an

external AC potential to a GMULTI-SCEEG device. Fig. 2.10 shows the current flowing through

the device in response to such a potential. The G-SCEEG was connected to a function generator

which supplied an AC voltage ramp and the resulting current was measured using a Keithley 427

current amplifier connected in series with the device (input resistance ≃ 15 Ω).

Due to the externally applied voltage, charge transfer between the graphene electrode and the

electrolyte droplet is more likely to occur. Therefore, the droplet-graphene interface is modeled

in Fig. 2.10 (a) as a capacitor, C, in parallel with a faradaic resistor, RF, of finite resistance i.e.

the interface is no longer assumed to be ideally polarizable. In the experiment, however, a fast

voltage ramp rate, ν, and a narrow potential range, Vp-p, were used in an attempt to prevent elec-

trochemical reactions, and the resulting faradaic current they create, from occurring (ν = 100 V/s

and Vp-p = 500 mV). For the sake of completeness, the surface potential, Φ, across the interfacial

capacitors is also shown in the figure.

According to this circuit model, the response current, I(t), to the voltage ramp, V (t) = ν t,
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Figure 2.10: G-SCEEG response to an applied AC potential. a, Illustration of the G-SCEEG device con-
nected in series to a ammeter and an AC voltage source (left) and its equivalent circuit model (right). Because
an external voltage is applied across the device, the droplet-graphene interface is modeled as a capacitor, C, in
parallel with a faradaic resistance, RF. The surface potential, Φ, across each interface is also shown and is due
to the natural accumulation of ions that occurs at the graphene’s surface. b, Current vs. time response (black
dots) of the G-SCEEG due to an applied AC voltage ramp (blue line). The red line represents a fit of the data
using Eq. (2.73) for both positive and negative values of ν. Droplet = 15 µL of 1 M HCl, frequency = 100 Hz,
ν = V̇ (t) = ± 100 V/s.
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should obey the following first-order differential equation:

İ(t) +

[
2RF +R

RFRC

]
I(t) =

ν

R

(
1 +

t

RFC

)
(2.69)

Here, ν is the slope of the voltage ramp, ν ≡ V̇ (t), and R is the equivalent resistance of the de-

vice (R = 2RG +RS).

Eq. (2.69) is derived by applying both of Kirchhoff’s circuit laws to the circuit in Fig. 2.10 (a).

Kirchhoff’s laws give:

V (t) = VR(t) + 2VRFC(t) (2.70)

I(t) = IC(t) + IRF(t) (2.71)

where VR(t) and VRFC(t) are the voltage drops across the device’s equivalent resistance, R, and

a single RFC loop, respectively. IC(t) and IRF(t) are the currents through branches of the RFC

loop containing the capacitor, C, and the faradaic resistor, RF, respectively. Using Ohm’s law,

V = I R, the definition of capacitance, q = C V , and Eq. (2.70), Eq. (2.71) can be rewritten as:

I(t) =
C

2

d

dt

[
V (t)− I(t)R

]
+

V (t)− I(t)R

2RF
(2.72)

Collecting and rearranging the terms in Eq. (2.72) and using the relation V (t) = ν t results in

Eq. (2.69). Because Eq. (2.69) is a first-order ordinary differential equation, it can be solved by

integrating it with respect to time after first determining the appropriate integrating factor.25 For
25The differential equation y′+P (x) y = Q(x) can be made integrable if the following integrating factor is found:

eµ(x), where µ(x) =
∫
P (x) dx. Multiplying y(x) by eµ(x) in the equation above and integrating both sides with

respect to x gives the following solution: y(x) = e−µ(x)
∫
eµ(x) Q(x) dx. See Ref. [56] or any other textbook on

mathematical physics for more details.
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the initial condition I(t = 0) = 0, the solution is:

I(t) =
ν

2RF +R

[
t+RFC

[
R

2RF +R
− 1

](
exp

(
−2RF +R

RFRC
t

)
− 1

)]
(2.73)

When the equivalent faradaic resistance is much greater than the equivalent resistance of the

device, i.e. 2RF >> R, Eq. (2.73) simplifies to:

I(t) =
ν

2RF
t+

ν C

2

[
1− exp

(
− 2

RC
t

)]
(2.74)

Because V (t) = ν t, Eq. (2.74) can be rewritten as a function of V :

I(V ) =
1

2RF
V +

ν C

2

[
1− exp

(
− 2

ν RC
V

)]
(2.75)

Eq. (2.75) shows that I(V ) is the sum of two terms: the first is linear in voltage and is due to

current flowing through the faradaic resistors; the second saturates with voltage and is due to the

charging of the capacitors. The second term is dominant for small voltages whereas the first term

dominates for large voltages. This behavior is clearly evident in the current trace of Fig. 2.10 (b).

Fig. 2.10 (b) is a plot of I(t) that was measured when an AC voltage ramp was applied to the G-

SCEEG containing a 15 µL droplet of 1 M HCl. The red line is a fit of the data using Eq. (2.73)

with C, RF, and R as free fitting parameters. The quality of the fit suggests that the circuit model

accurately represents the G-SCEEG. From this fit, the fitting parameters were determined to be:

C = 68 nF, RF = 640 kΩ, and R = 12 kΩ. Because the droplet is stationary in this experiment,

C, RF, and R are all assumed to be constant in time. This is not true, however, for an oscillating

droplet. In that case, C and R are generally functions of time, C(t) and R(t), as previously dis-

cussed in Sect. 2.3.1.

The second way the symmetric ΦdC SCEEG model was experimentally verified was by com-
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paring Eqs. (2.35) and (2.36) to the G-SCEEG’s output for Isc(t) and Voc(t), respectively.26 Shown

in Fig. 2.11 (p. 65) are time traces of Isc(t) and Voc(t) for a 30 µL droplet of 6M HCl oscillat-

ing at 33 Hz. Superimposed on each of these is the time trace predicted by the model. Values for

the parameters used in the model are given below in Table 2.2. The only parameter that was ad-

justed to best fit the model to the data was the internal resistance, R. R was treated as a fitting

parameter, and was assumed to be constant, because the change in resistance of the graphene

electrodes when they are exposed to a droplet of 6M HCl is unknown. The value of R that pro-

duced the best fit of the model to the trace of Voc(t) was R ≃ 50 kΩ. Based on Fig. 2.27 (p. 102)

(2RE ≃ 14 kΩ) and on the conductivity and geometry of the droplet (σc ≃ 850 mS/cm [52],

l ≃ 3 mm, A ≃ 10 mm2; using Eq. (2.18), RS ≃ 4 Ω), this estimate seems reasonable. Interest-

ingly, this value of R is approximately equal to ⟨Voc(t)⟩RMS / ⟨Isc(t)⟩RMS ≃ 50 kΩ, suggesting

that the device’s capacitive reactance only minimally contributes to its average impedance.

Parameter Value Units Source
n 1 droplet experiment
R 50 kΩ fitting parameter
σ 900 nC/cm2 Table 3.4 (p. 153)
c0 15 nF/mm2 Table 3.5 (p. 158)

Table 2.2: Parameters used in the model of Isc(t) and Voc(t). The parameters, and their values, used to
calculate the time traces of the model (red circles) in Fig. 2.11. Values for the model were chosen to coincide
approximately with those that were experimentally determined (where applicable, they can be found in the ta-
bles of Chapter 3). R, however, was treated as a free fitting parameter. The value of R that was used was that
which resulted in the best fit of the model to the data.

Instead of treating R as a fitting parameter, however, it is possible to calculate it from Eq. (2.16)

using the experimentally measured time traces of Isc(t), Voc(t), A(t), and Ȧ(t):

R =

⟨
Voc(t)

Isc(t)
− 1

Ceq(t)

∆A(t)

Ȧ(t)

⟩
avg

(2.76)

26See Fig. 2.14 (p. 77) for an illustration of a typical experiment.

64



-1.0

-0.5

0.0

0.5

1.0

C
ur

re
nt

 (µ
A)

1007550250
Time (ms)

-40

-20

0

20

40

Vo
lta

ge
 (m

V)

model 

Figure 2.11: G-SCEEG physical model vs. data. Comparing Eqs. (2.35) (p. 42) and (2.36) (p. 42) (both
represented as red circles) to the time traces of Isc(t) (black line) and Voc(t) (blue line), respectively, shows
that the physical model accurately describes the time-dependent behavior of the device. Droplet = 30 µL of
6 M HCl, oscillation frequency = 33 Hz. Values for A(t) and Ȧ(t) were experimentally determined and used
in the model. Values used for other model parameters are listed in Table 2.2 (p. 64). The area data used in
the model of Voc(t) were resampled such that amplitude modulations occurring at frequencies > 33 Hz were
removed.
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Computing a value for R using Eq. (2.76) requires that the relative phase shifts between all the

oscillatory terms be accurately known. Due to experimental constraints, however, these phase

shifts could only be roughly estimated. As a result, it is believed that treating R as a free fitting

parameter is a more accurate way of determining its value.

Because the motion of the droplet is oscillatory but not strictly sinusoidal, the areas of over-

lap, AL(t) and AR(t), between the droplet and the left and right graphene electrodes, respectively,

were experimentally measured as a function of time and their average magnitude was subsequently

used in the model.27 The average magnitude of their rates of change, Ȧ(t), was calculated from

the area data and also used in the model. If the G-SCEEG were ideally symmetric then ȦL(t) =

−ȦR(t) for all time t. The area data showed, however, that ȦL(t) ≃ −ȦR(t) over the course

of the experiment. When ȦL(t) ̸= −ȦR(t) the G-SCEEG behaves in a manner similar to an

asymmetric ΦidCi = −CjdΦj SCEEG, i.e. a change in capacitance at one interfacial capaci-

tor results in a change in surface potential at the other. In this situation charge must still be con-

served, meaning the amount of charge that is removed from the left electrode must be equal to

the amount that is added to the right. If charge is removed from the left electrode by decreasing

its area of overlap with the droplet, ȦL(t) < 0, but the overlap area with the right electrode (and

hence the interfacial capacitance) stays constant, AR(t) = AR, the surface potential of the right

electrode, ΦR, must increase according to:

Isc(t) = CR Φ̇R = ΦL ĊL (2.77)

The resulting change in surface potential of the right electrode, ∆ΦR(t), is:

∆ΦR(t) = ΦL

(
∆AL(t)

AR

)
(2.78)

27The area data were obtained using video of the droplet’s motion relative to the SCEEG which was recorded
using a digital microscope and a strobe light. See Fig. 2.16 (p. 81) for a photograph of the experimental setup.
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where c0 is assumed to be identical for each interfacial capacitor and, therefore, falls out of Eq. (2.78).

For small, asymmetric changes in area, i.e. ∆AL(t) << AR, it is clear that the change in surface

potential is negligible, i.e. ∆ΦR(t) ≃ 0.

Eq. (2.78) assumes that any uncompensated change in area of the left interfacial capacitor will

result in a current that traverses the device and charges the right interfacial capacitor. As previ-

ously mentioned in Sect. 2.3.2.2 (p. 49), however, this only occurs if it is energetically favor-

able to do so. Whether the excess image charge, δq, is deposited on the right interfacial capaci-

tor or remains on the left can be determined by applying Eq. (2.51) (p. 51) to the symmetric ΦdC

SCEEG:

S ≡ ∆WTOT,L

∆WTOT,R
=

CR

CL

(
δq + 2 qL
δq + 2 qR

)
=

(
δq
AL

+ 2 σ
)

(
δq
AR

+ 2 σ
) (2.79)

where it is assumed that both the left and right interfacial capacitors have the same charge den-

sity, σ, prior to the addition of δq. As evident by Eq. (2.79), S > 1 when AR > AL, S < 1 when

AL > AR, and S = 1 when AR = AL. Therefore, excess image charge will only move from the

left to the right electrode, and thus change ΦR in the process, if AR > AL. Otherwise, the excess

image charge will stay on the left electrode and cause ΦL to change.28

Assuming AR > AL, the process of charging the right interfacial capacitor is not a natural re-

sponse of the circuit, but is instead a response that is forced by the change in capacitance of the

left capacitor. The dynamics of circuit are, therefore, dictated by the timescale over which this

change occurs and not by the characteristic RC time constant, τRC = RC. However, if the right

capacitor is not forced to discharge by a subsequent change in capacitance of the left capacitor,

the excess charge on the right interfacial capacitor will naturally decay, either by generating a

short-circuit current or by desorption of ions from the interface. As discussed in Sect. 2.3.2.5

(p. 54), the dominant mechanism of discharge is that which occurs over the shortest timescale.
28Unless, of course, AR = AL and neither is energetically favored. In this case, the kinetics of adding δq to each

interfacial capacitor dictates which surface potential ends up changing.
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From Table 2.2 (p. 64), it is determined that τRC ≃ 5 ms for the SCEEG device whose Voc(t)

and Isc(t) data are displayed in Fig. 2.11 (p. 65). Unfortunately, it is difficult to accurately es-

timate τd because the values of the variables in Eq. (2.68) on p. 58 are unknown. However, as-

suming Θex,sat ≃ σ A ≃ 1 × 1010 ions/mm2 · 30 mm2 = 3 × 1011 ions (Table 3.4, p. 153),

Ed,ex ≃ EB ≃ 300 meV (Table 3.6, p. 160), and kB T ≃ 30 meV, the frequency factor would have

to be νex > 1018 ions/s in order for τd < τRC. Frequency factors for desorption are typically on the

order of 109 − 1018 s−1 so it is very likely that τd > τRC [57, 58].

If τRC < τd, any excess charge density (and, thus, excess surface potential) on the interfacial

capacitors will naturally decay by generating a short-circuit current through the device’s internal

impedance until the excess charge eventually desorbs back into the droplet or is absorbed by an

appropriate change in capacitance. Because the SCEEG has both resistive and reactive compo-

nents, an imbalance in the surface potentials of the SCEEG’s interfacial capacitors is equivalent

to applying an input voltage signal across the terminals of an RC circuit.

In general, an RC circuit acts as a low-pass filter.29 The circuit attenuates the magnitude of

all components of an input voltage signal that oscillate with a frequency greater than the cutoff

frequency, fc = 1/ 2 π τRC [39]. This means that only changes in the SCEEG’s charge density

that occur at frequencies less than fc will result in fluctuations in Isc(t) and Voc(t). All higher fre-

quency changes will be filtered out because the natural charging/discharging process will occur

too slowly for the changes to be reflected in the device’s output. For the device represented in

Fig. 2.11 (p. 65), fc ≃ 30 Hz. Because the cutoff frequency is less than the driving frequency,

fdrive = 33 Hz, the movement of the droplet forces the surface potentials to change before any ex-

cess potential is allowed to naturally decay. This is likely the main reason why there does not ap-
29In contrast, an RC circuit does not behave as a low-pass filter when connected to an ideal, alternating current

source. The input and output currents for such a circuit are identical. The magnitude of output voltage, however,
is attenuated for high angular frequencies, ω, of the current source because the magnitude of the circuit’s complex
impedance, |Z| =

√
R2 + 1/ω2 C2, decreases monotonically as it asymptotically approaches |Z| → R for ω → ∞.
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pear to be any amplitude modulation occurring at frequencies greater than fdrive in the time traces

of Isc(t) and Voc(t).

On the other hand, if τd < τRC, no short-circuit current will be generated because excess charge

will desorb back into solution before it has time to travel through the device. For the SCEEG rep-

resented in Fig. 2.11 this means that, regardless of whether τd is greater or less than the period

of the droplet’s motion, there will again be no modulation in the amplitude of the time traces of

Isc(t) and Voc(t) at frequencies greater than fdrive.

To account for the attenuation of high-frequency amplitude modulations, the area data used

in the model of Voc(t) were resampled to remove fluctuations occurring at frequencies > 33 Hz.

As evident in Fig. 2.11, the resulting model accurately captures the dynamics of the G-SCEEG’s

output.
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2.3.3.2 Asymmetric ΦidCi = −CjdΦj ITO-SCEEG

The utility of the mathematical model describing the asymmetric ΦidCi = −CjdΦj SCEEG was

evaluated by comparing it to the experimental data published for an ITO-SCEEG by Moon et

al. [8]. Their device and experimental setup are depicted in Fig. 2.12. The figure has been reprinted

with permission from their original publication. As mentioned previously, their device differs

from the G-SCEEG in the following ways: (i) the electrodes are made from the semiconductor

indium-tin-oxide (ITO); (ii) the top ITO electrode is coated with a thin layer of PTFE, render-

ing it hydrophobic and permitting an aqueous droplet to move across it; (iii) the bottom electrode

is uncoated ITO over which an aqueous droplet does not freely move; the droplet is effectively

pinned to its surface; (iv) the PTFE-coated electrode is stacked on top of the bare electrode such

that they are separated by a narrow gap; droplets are placed in between the electrodes in such a

way that they bridge the gap; the height of the gap is then mechanically oscillated to cause the

area of overlap between the droplet and the top PTFE-coated electrode to change; (v) the only

solution tested on the device is deionized water which has a much larger resistivity than elec-

trolyte solutions; and (vi) the device is large enough to simultaneously support 33 separate 40 µL

droplets.

Fig. 2.13 shows how the asymmetric ΦidCi = −CjdΦj SCEEG model in Sect. 2.3.2 above

compares to Moon et al.’s experimental data. Most of the values for the parameters used in the

model were taken from Ref. [8] and are provided in Table 2.3 (p. 73). When the value of a pa-

rameter was not explicitly mentioned in Ref. [8] a reasonable estimate was made. Because the

capacitance of top, PTFE-coated electrode, CT(t), is much less than that of the bottom, uncoated

electrode, CB, the following simplification was made to Eq. (2.47) of the model:

Ceq(t) = n

(
1

c0,TAT(t)
+

1

c0,BAB

)−1

≃ n c0,TAT(t) (2.80)

70



a

b

dc

Figure 2.12: Moon et al.’s ITO-SCEEG device and experimental setup. a, Experimental setup and b,
video images of water bridge over time. Scale bar, 1 mm. Charge distributions on interfacial capacitors and cor-
responding equivalent electrical circuits c, when the water bridge height is fixed in time (equilibrium state) and
d, at the very moment when the two plates are approaching each other (non-equilibrium state). Within a cou-
ple of periods after the vibration starts, the system reaches a steady state. Figure and figure caption reprinted
with permission from Macmillan Publishers Ltd: Nature Communications. Moon, J. K., et al. Nature Commu-
nications 4, 1487 (2013), copyright 2013.

In general, the model agrees well with Moon et al.’s data. Significant disagreement between

the model and the data only occurs in the frequency-dependent data for frequencies greater than

15 Hz. This is likely due to the droplets not maintaining a constant area change as the frequency

is increased in the experiment. This explanation is supported by the observations of Fig. 2.18.

Although Moon et al. provide a differential equation that they claim represents the voltage that is

generated across a load resistor connected to their device, their equation neglects the reactance of

the device’s capacitance. The conclusions they draw from this equation are flawed as a result.
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Figure 2.13: Comparison of asymmetric ΦidCi = −CjdΦj SCEEG model to data from Moon et al. a,
Data of voltage and power output vs. time from Moon et al.’s ITO device. b, Voltage and power time traces
produced using asymmetrical SCEEG model. c - f, Comparison of Moon et al.’s experimental data (solid sym-
bols) with the asymmetrical SCEEG model (solid lines). Moon et al.’s figure [Fig. (a) above] and data are
reprinted and adapted, respectively, with permission from Macmillan Publishers Ltd: Nature Communications.
Moon, J. K., et al. Nature Communications 4, 1487 (2013), copyright 2013.
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Parameter Value Units
Ref. [8] Model

σT − 63 pC/mm2

α − 8.9− 14.2 mm2

f 1− 30 1− 30 Hz
n 1− 35 1− 35 droplets
R − 16 MΩ
RS − 15 MΩ
RL 10 10 MΩ
c0,T 62 62 pF/mm2

c0,B 2.3 2.3 nF/mm2

⟨AT⟩avg 10 10− 15 mm2

⟨AB⟩avg 28 28 mm2

Table 2.3: Parameters used in the model of ITO-SCEEG. The parameters and their values from Ref. [8]
used to model the ITO-SCEEG in Fig. 2.13 (solid lines). When not explicitly mentioned in Ref. [8], values for
the parameters were estimated to give the best fit of the model to the data.
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2.3.4 The role of the streaming current, Istr, and streaming potential, Vstr

Due to the electromechanical nature of the SCEEG, it is natural to wonder if the short-circuit cur-

rent, Isc, and open-circuit voltage, Voc, that the device generates is a consequence of the stream-

ing potential effect. In general, the streaming potential is an electrokinetic phenomenon whereby

the flow of an electrolyte solution over a solid surface, such as the walls of a glass capillary, gen-

erates an electric potential. An applied hydrostatic pressure gradient is generally treated as the

source of the solution’s flow. Not only does the gradient cause the volume of solution to flow but

it also generates a current, Istr, called the streaming current [59, 60]. Istr is a result of the flow

of mobile ionic charge in the diffuse layer of the EDL in the direction from high to low pres-

sure. The mobile charge accumulates with increasing density down the gradient, i.e. at the low-

pressure end of the system, leading to a separation of charge and, ultimately, to the formation of a

potential, Vstr, called the streaming potential.30

For an axial pressure gradient, ∇⃗P = (∂ P / ∂z) ẑ = − (∆P / l) ẑ, applied to an electrolyte

solution with viscosity, ηs, and bulk conductivity, σc,0, in a cylindrical capillary of radius, Rc, and

length, l, the expressions for Istr and Vstr are:

Istr = − ϵ ϵ0 π R2
c

ηs l
Φd∆P (2.81)

Vstr =
ϵ ϵ0
ηs σc,0

Φd∆P (2.82)

where ϵ and ϵ0 are the relative and vacuum permittivities, respectively, and Φd is the voltage drop

across the diffuse layer.31

30The streaming potential effect is the opposite of the electro-osmotic effect, i.e. electro-osmosis is the flow of
fluid that results from an applied electric potential gradient.

31The form of Eq. (2.82) assumes that the radius of the cylinder, Rc, is much greater than the Debye length of the
diffuse layer, λD, i.e. Rc >> λD. For a derivation of Eq. (2.82), see Appendix B, Sect. B.4 (p. 229).
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Because σc,0 increases and Φd decreases (due to compression of the diffuse layer) with increas-

ing concentration of the electrolyte, both Istr and Vstr should decrease as the electrolyte’s concen-

tration increases. However, if the surface conductance, Gs, of the capillary is non-negligible, the

expression for Vstr becomes:

Vstr =
ϵ ϵ0

ηs (σc,0 + 2Gs /Rc)
Φd∆P (2.83)

and there is a maximum in the plot of Vstr vs. concentration [60].

Although Eqs. (2.81)–(2.83) describe the streaming potential for a cylindrical geometry, the

scaling of Istr and Vstr with σc,0 and Φd is also thought to apply to a planar surface like that of the

SCEEG’s electrodes. Thus, if the streaming current and potential played a significant role in the

output of the SCEEG, Isc and Voc would decrease as the concentration of the electrolyte increased.

As evident in Figs. 2.17 (p. 83), 2.19 (p. 87), and 3.6 (p. 144) and Table 2.4 (p. 110), however, Isc

and Voc increase with increasing concentration of HCl and NaCl. It is assumed, therefore, that the

streaming potential effect does not play a significant role in the SCEEG’s short-circuit current

and open-circuit voltage output.
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2.4 The G-SCEEG device

As previously mentioned in Chapter 1, the two types of SCEEG devices built to date are elec-

tromechanical transducers, converting the mechanical energy of an oscillating droplet into electri-

cal energy. Specifically, the G-SCEEG generates alternating current, voltage, and power from the

mechanical oscillation of droplets of electrolyte solutions over a bifurcated graphene sheet. The

bifurcation prevents the graphene from acting as short in the circuit. This permits the generation

of significant open-circuit voltage (≃ 500 mV, RMS), short-circuit current (≃ 6 µA, RMS), and

dissipated power (≃ 600 nW, avg.) from the oscillation of a single 20 µL droplet. The following

is a brief description of the steps involved in its fabrication. For more detailed descriptions of the

methods, see Chapter 6 (p. 187) and Appendix A (p. 211).

Fabrication of the G-SCEEG begins with a piece of borosilicate glass (20 × 25 × 1 mm) that

has been cleaned using a piranha etch solution and oxygen plasma. The glass serves as the sup-

porting substrate for the graphene electrodes. Two parallel, rectangular gold contacts (3 × 20

mm, thickness: 50 nm Au on 1 nm Ti) are first evaporated onto the top surface of the glass such

that they are 1.2 mm apart. All exposed surfaces of the glass are then functionalized with a self-

assembled monolayer (SAM) of octadecyltrichlorosilane (OTS), rendering them hydrophobic.

It was determined that the G-SCEEG needed a hydrophobic substrate in order to facilitate the

motion of an aqueous droplet across its surface. Because graphene at least partially assumes the

wetting properties of its supporting substrate [22, 25–27, 61], the hydrophobic OTS SAM pre-

vents aqueous droplets from spreading out over the graphene while also maintaining the droplets’

hemispherical shape. In contrast, aqueous droplets in contact with graphene which is supported

by a hydrophilic substrate, e.g. SiO2, wet the graphene more readily and are effectively pinned to

the graphene’s surface.32

32For an example, see Fig. 3 (b) in Ref. [26]
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A 10 × 15 mm sheet of large-grain (average diameter = 0.75–1.5 mm), CVD-grown graphene

is transferred to the OTS glass such that it overlaps both Au contacts. A 5–10 µm gap is sub-

sequently made in the graphene to create two electrically isolated sheets. Two types of large-

grain graphene were used to make G-SCEEGs in this work. The first contained patches of multi-

layer graphene domains over 10–20% of its surface and is subsequently referred to as large-grain,

multi-layer (LG-Multi) graphene. The second was devoid of multi-layer areas and is referred to

as large-grain, mono-layer (LG-Mono) graphene.33

+-

gap

Ti/Au

liquid droplet

OTS glassgraphene

a b
dropletTi/AuA

ammeter

Figure 2.14: The G-SCEEG device. a, Illustration of the G-SCEEG device (white rectangle) connected to
an ammeter. (inset) Photograph of the device. The dashed line demarcates the location of the graphene. b,
Sequence of video images showing a 20 µL droplet of 1 M NaCl moving from right to left across the gap in the
graphene (roughly halfway between the two Ti/Au contacts). Scale bar: 5 mm.

The final step in fabrication is to mark the location of the gap in the graphene by etching a thin

line on the bottom side of the glass with either a laser or a diamond-coated scribe. This mark is

used to determine both the relative motion between the device and the droplet and the area of

overlap between the droplet and each graphene sheet during oscillation. Fig. 2.14 provides an il-

lustration and a photograph of the finished device as well as a sequence of video images showing

a 20 µL droplet of 1 M NaCl moving from right to left across it. The electric output generated by
33See Fig. 2.29 (p. 104) for optical micrographs of each type.

77



the droplet’s motion is measured by connecting the appropriate meter (or amplifier-meter pair)

across the device’s gold contacts.

2.4.1 Generating electricity

Two necessary conditions were discovered for the G-SCEEG to continuously generate either al-

ternating current, voltage, or power: (i) the area of overlap between the droplet and at least one

graphene sheet must be changing, and (ii) the droplet must maintain contact with both graphene

sheets. Time traces representing typical short-circuit current (Isc), open-circuit voltage (Voc), and

power dissipated in a load (PL) generated by a G-SCEEG made from LG-Multi graphene are

given in Fig. 2.15. Unless otherwise noted all data in this section was taken using the GMULTI-

SCEEG. For each trace, a 20 µL droplet of 1 M NaCl was oscillated at 30 Hz using a sinusoidal

waveform. The maximum peak-to-peak area change of the droplet over either sheet of graphene

was 8.5 mm2. The load resistance, RL, used for the measurement of the power output was 150

kΩ.

Both the physical parameters of the experiment and the chemical properties of the electrolyte

solution were found to significantly affect the G-SCEEG’s electric output. Significant physical

parameters include: (i) the change in the area of overlap between the droplet and each graphene

sheet; (ii) the number of concurrently oscillating droplets on the device; (iii) the driving frequency

of the speaker; (iv) the magnitude of the load resistance; and (v) the presence of areas of multi-

layer graphene. Chemical properties such as the type and concentration of the electrolyte as well

as the pH of the solution were also shown to be significant. The rest of this section focuses pri-

marily on how the G-SCEEG’s behavior changes with those physical parameters whereas Chap-

ter 3 provides a detailed account of the chemical effects. Unless otherwise noted, data presented

in this section were taken using a G-SCEEG made from LG-Multi graphene.
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Figure 2.15: Typical G-SCEEG output vs time. Isc, Voc, and PL as a function of time for a 20 µL droplet of
1 M NaCl oscillating at 30 Hz over a G-SCEEG made from LG-Multi graphene. The peak-to-peak area change
of the droplet with each graphene sheet is 8.5 mm2. RL = 150 kΩ.
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2.4.1.1 Experimental setup

The droplet of electrolyte solution is driven back and forth across the G-SCEEG by mechan-

ically oscillating it using a small bass speaker connected to a function generator and an audio

power amplifier. Fig. 2.16 shows the basic experimental setup. The G-SCEEG is mounted on

a fiberglass stage which is in turn mounted to the dust cap of the speaker. The droplet’s inertia

allows it to move relative to the G-SCEEG even though the G-SCEEG itself is being driven by

the speaker. A window has been cut into the bottom of the stage to allow the droplet’s motion to

be imaged from below using a compact digital microscope (Aven Mighty Scope 5M USB Digi-

tal Microscope). The microscope also functions as a strobe light as its six light-emitting diodes

(LEDs) are pulsed using a separate function generator. The strobe light enables the oscillating

droplet’s motion to be imaged without the need for a high-speed camera. An accelerometer is

used to measure the acceleration of the device during the experiment. The setup is supported by

a vibration isolation table and contained within a plastic purge box. The purge box allows the

chemical composition of the atmosphere surrounding the experiment to be controlled by continu-

ously flowing in a gas of choice.

Unless otherwise noted, all experiments described in this chapter were performed under a wet-

N2 atmosphere, i.e. N2 gas which has been bubbled through deionized water. Also, all electrolyte

solutions were sparged with helium (He) prior to use. Purging the box with N2 and sparging the

solutions with He were done to prevent the concentration of dissolved CO2, and in turn the pH, of

the electrolyte solutions from fluctuating appreciably during oscillation. Because pH was deter-

mined to significantly alter the output of the G-SCEEG, purging and sparging were necessary for

the reproducibility of most experiments involving the device.
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G-SCEEG 
device

speakeraccelerometer

device stage

digital microscope

LEDs

Figure 2.16: Basic experimental setup. A photograph showing the basic experimental setup including a G-
SCEEG mounted on the device stage. Not shown are the function generators (providing the input waveforms to
the speaker and the LEDs of the digital microscope), the audio amplifier, the vibration isolation table, and the
plastic purge box.
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2.4.1.2 Short-circuit current, Isc

Isc was measured using a Keithley 427 current amplifier connected to an Axon Instruments Digi-

data 1322A digitizer. Fig. 2.17 shows how Isc changes as a function of area change and droplet

number. Fig. 2.17 (a) plots the root-mean-square (RMS) short-circuit current (⟨Isc⟩RMS) vs. area

change for four different electrolyte solutions: 1 M NaCl, 1 M HCl, 1 M HNO3, and 6 M HCl.

The change in area was altered by adjusting the gain setting on the audio amplifier. It is clear

from the plot that ⟨Isc⟩RMS scales linearly with the change in area for each solution and that 6 M

HCl generates the greatest amount of current followed by 1 M HNO3, 1 M HCl, and 1 M NaCl.

Fig. 2.17 (b) shows a similar scaling behavior. The plot shows that ⟨Isc⟩RMS scales linearly

with the number of droplets of 1 M HCl that are concurrently oscillating on the G-SCEEG. The

finite size of each graphene sheet and the difficulty in preventing multiple droplets from merging

into a single large one limited the maximum number of droplets that could concurrently oscillate

to 3 × 10 µL. The time trace in Fig. 2.17 (c) gives the maximum Isc generated by a G-SCEEG to

date. Two 20 µL droplets of 6 M HCl produced a peak-to-peak short-circuit current of 40 µA (11

µA RMS) while oscillating at 30 Hz. The change in area of each droplet was approximately 14

mm2.

In addition to determining how ⟨Isc⟩RMS scales with the change in area and the number of droplets,

⟨Isc⟩RMS was also measured as a function of driving frequency. Fig. 2.18 (a) is a plot of ⟨Isc⟩RMS

vs. frequency for a 20 µL droplet of 1 M HCl. A lock-in amplifier was used to measure the ⟨Isc⟩RMS

that was generated at the same frequency as the driving frequency. Because ⟨Isc⟩RMS scales with

the change in area, an attempt was made to hold the area change constant vs. frequency by us-

ing a feedback control circuit. A photo-interrupt sensor was placed towards the end of the stage

(left end of the stage in Fig. 2.16) and was used as part of a proportional-integral-derivative (PID)

feedback controller connected to the speaker’s amplifier. During the frequency sweep the gain
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Figure 2.17: Scaling of ⟨Isc⟩RMS and maximum Isc output. a, Scaling of ⟨Isc⟩RMS with the peak-to-peak
change in area of the droplet on each half of the device for different electrolyte solutions. Droplet volume = 20
µL, oscillation frequency = 30 Hz. b, Scaling of ⟨Isc⟩RMS with the number of droplets of 1 M HCl. Individual
droplet volume = 10 µL, oscillation frequency = 30 Hz. c, Maximum Isc output achieved (Isc,pk-pk = 40 µA,
⟨Isc⟩RMS = 11 µA). Solution = 6 M HCl, droplet volume = 2 × 20 µL, oscillation frequency = 30 Hz, area
change = 2 × 14 mm2. Error bars represent the standard deviation of measurements made in triplicate.
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on the audio amplifier was adjusted to maintain a constant RMS output voltage from the photo-

interrupter. A one-to-one correspondence between the photo-interrupter output voltage and the

displacement of the device stage ensured that stage’s RMS displacement was held approximately

constant throughout the sweep. 10–310 Hz was the largest frequency range over which the RMS

displacement could be kept constant while also maintaining a displacement magnitude large enough

to generate current.

As evident in the plot of Fig. 2.18 (a) current is generated only at certain driving frequencies,

i.e. 30, 110, 160, 200, 210, and 300 Hz. For all frequencies > 30 Hz, current is generated when

the driving frequency is equal to a resonant frequency of a particular standing wave on the droplet’s

surface, causing the droplet to oscillate. At 30 Hz the droplet experiences the largest RMS dis-

placement across the device but none of its standing wave modes is on resonance.34 At all fre-

quencies which generate current the droplet moves relative to the device while maintaining con-

tact with each graphene sheet. For all other frequencies no relative motion is observed. Split-

ting of the current signal into two or more peaks near a resonant frequency is most likely due

movement of the droplet that is not strictly side to side. Because of the design of the speaker the

droplet experiences some front to back motion. This motion likely distorts the geometry of the

droplet enough to cause a splitting of the resonant frequency. Figs. 2.18 (b) and (c) show the ef-

fect of the electrolyte and the droplet’s volume, respectively, on ⟨Isc⟩RMS vs. frequency. The vol-

ume of the droplet effects the number of current-generating frequencies and their spectral posi-

tion more significantly than the change in electrolyte.35

34See the insets of Fig. 2.26 (a) (p. 101) for photographs of standing waves on a 5 µL droplet.
35See Sect. 2.4.2.2 (p. 96) for a more detailed discussion of the detection of resonant modes using the G-SCEEG.
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Figure 2.18: Scaling of Isc vs. frequency. a, Scaling of ⟨Isc⟩RMS with the frequency of oscillation. Current is
generated only at or near resonant frequencies of standing waves on the droplet’s surface. Splitting of the cur-
rent peaks is likely caused by front to back movement of the droplet. Droplet = 20 µL of 1 M HCl. b, ⟨Isc⟩RMS
vs. frequency for different electrolyte solutions. Droplet volume = 20 µL. c, ⟨Isc⟩RMS vs. frequency for different
droplet volumes of 1 M HCl. RMS displacement for all measurements was held constant at ∼10 µm.
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2.4.1.3 Open-circuit voltage, Voc

Voc was measured by directly connecting the G-SCEEG to the Axon digitizer (1 MΩ input re-

sistance). Fig. 2.19 shows how Voc changes as a function of area change and droplet number.

Fig. 2.19 (a) plots the RMS open-circuit voltage (⟨Voc⟩RMS) as a function of area change for 1 M

NaCl, 1 M HCl, 1 M HNO3, and 6 M HCl. Unlike ⟨Isc⟩RMS, 1 M HNO3 generates the greatest

⟨Voc⟩RMS followed by 6 M HCl, 1 M HCl, and 1 M NaCl. Like ⟨Isc⟩RMS, however, ⟨Voc⟩RMS scales

linearly with the change in area. The plot of ⟨Voc⟩RMS vs. droplet number in Fig. 2.19 (b) appears

to demonstrate that ⟨Voc⟩RMS also scales linearly with droplet number. Device constraints, how-

ever, again limited the number of droplets to a maximum of 3 × 10 µL which prevents the scal-

ing behavior from more accurately being determined. The time trace in Fig. 2.19 (c) gives the

maximum Voc generated by a G-SCEEG to date. Two 20 µL droplets of 1 M HNO3 produced a

peak-to-peak open-circuit voltage of 2.2 V (0.7 V RMS) while concurrently oscillating at 30 Hz.
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Figure 2.19: Scaling of ⟨Voc⟩RMS and maximum Voc output. a, Scaling of ⟨Voc⟩RMS with the peak-to-peak
change in area of the droplet on each half of the device for different electrolyte solutions. Droplet volume = 20
µL, oscillation frequency = 30 Hz. b, Scaling of ⟨Voc⟩RMS with the number of droplets of 1 M HCl. Individual
droplet volume = 10 µL, oscillation frequency = 30 Hz. c, Maximum Voc output achieved (Voc,pk-pk = 2.2 V,
⟨Voc⟩RMS = 0.7 V). Solution = 1 M HNO3, droplet volume = 2 x 20 µL, oscillation frequency = 30 Hz. Error
bars represent the standard deviation of measurements made in triplicate.
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2.4.1.4 Power dissipated in a load, PL

PL(t) is calculated from the current passing through a load resistor, IL(t), and the resistance of

that load, RL, using the following expression:

PL(t) = I2L(t)RL (2.84)

In the G-SCEEG experiment, IL(t) was measured by placing the Keithley 427 current ampli-

fier in series with RL. The input resistance, RI, of the current amplifier is ≃ 15 Ω at a gain of

106 V/A, the gain setting used in the experiment. Because RL >> RI, the contribution of RI to

the total load resistance is negligible and was therefore neglected when determining PL(t) from

Eq. (2.84). Fig. 2.20 shows how PL(t) changes as a function of area change and droplet number

for a constant load resistance of 150 kΩ. Fig. 2.20 (a) plots the average power, ⟨PL⟩avg, dissipated

in the 150 kΩ load as a function of area change for 1 M NaCl, 1 M HCl, 1 M HNO3, and 6 M

HCl. For this load, 1 M HNO3 generates the greatest ⟨PL⟩avg followed by 6 M HCl, 1 M HCl, and

1 M NaCl. ⟨PL⟩avg was calculated using the following variation of Eq. (2.84):

⟨PL⟩avg =
⟨
IL
⟩2
RMS RL (2.85)

As evident in the figure, ⟨PL⟩avg scales quadratically with the change in area for each solution.

This is unsurprising given the linear scaling behavior of Isc,RMS and the form of Eq. (2.85). The

plot of ⟨PL⟩avg vs. droplet number in Fig. 2.20 (b) suggests that ⟨PL⟩avg also scales linearly with

droplet number. The time trace in Fig. 2.20 (c) gives the maximum PL generated by a G-SCEEG

to date. Two 20 µL droplets of 6 M HCl produced a maximum power of 7 µW (1.6 µW avg.)

while concurrently oscillating at 30 Hz.

For the purpose of determining how ⟨PL⟩avg varies with RL it is most convenient to use Thevenin’s
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Figure 2.20: Scaling of PL and maximum PL output. a, Scaling of ⟨PL⟩avg with the peak-to-peak change
in area of the droplet on each half of the device for different electrolyte solutions. Droplet volume = 20 µL,
oscillation frequency = 30 Hz. b, Scaling of ⟨PL⟩avg with the number of droplets of 1 M HCl. Individual droplet
volume = 10 µL, oscillation frequency = 30 Hz. c, Maximum PL output achieved (PL,max = 7 µW, ⟨PL⟩avg =
1.6 µW). Solution = 6 M HCl, droplet volume = 2 x 20 µL, oscillation frequency = 30 Hz. RL = 150 kΩ for
each set of data.
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theorem to treat the G-SCEEG as an AC voltage source with open-circuit voltage Voc(t) and a

constant average internal source impedance, ⟨Z⟩avg, as depicted in Fig. 2.21. Assuming Voc(t) is

sinusoidal with a constant amplitude |Voc|, then the following expression describes ⟨PL⟩avg as a

function of RL: ⟨
PL
⟩
avg =

1

2

(
|Voc|

| ⟨Z⟩avg +RL|

)2

RL (2.86)

Eq. (2.86) is derived from Eq. (2.85) by noting the following concerning the current passing through

the load: ⟨
IL
⟩
RMS =

⟨
IL sin (ωt)

⟩
RMS =

√
2

2
|IL| (2.87)

|IL| =
|Voc|

| ⟨Z⟩avg +RL|
(2.88)

‹Z›avg

I(t)

RL

Figure 2.21: Circuit model of G-SCEEG as an AC voltage source. According to Thevenin’s theorem the
G-SCEEG can be modeled as an AC voltage source in series with an average internal impedance, ⟨Z⟩avg (as-
suming the voltage source is sinusoidal), and a load resistance, RL.

It can be shown from Eq. (2.86) that ⟨PL⟩avg is maximized when RL = ⟨Z⟩avg. This maximum

is observed in the plot of Fig. 2.22 (a). Fig. 2.22 (a) shows how ⟨PL⟩avg changes as a function of

RL for RL = 15 − 1680 kΩ. A variable resistor was used as the load for most data points and
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its resistance was measured using a multimeter. IL(t) was measured using a Keithley 427 cur-

rent amplifier and ⟨PL⟩avg was calculated from Eq. (2.85). The dashed black line in Fig. 2.22 (a)

represents a fit of the data using Eq. (2.86). From this fit, it was determined that ⟨Z⟩avg = 100

kΩ and |Voc| = 165 mV. The blue line in Fig. 2.22 (a) shows the efficiency, η, of the transfer of

power from the G-SCEEG to the load. It is defined as the ratio of the power dissipated in the load

to the total generated power:

η =
PL

PTOT
=

(
1 +

⟨Z⟩avg
RL

)−1

(2.89)

Although ⟨PL⟩avg is maximized when RL = ⟨Z⟩avg, only half of the generated power is trans-

ferred to the load at this value. The other half is dissipated in the device’s internal impedance.

Fig. 2.22 (b) plots ⟨PL⟩avg, dissipated in a load resistance of 170 kΩ, as a function of time. A

20 µL droplet of 1 M HCl oscillating at 28 Hz with an initial area change of 3.5 mm2 was used.

This data was taken under normal atmospheric conditions and without sparging the electrolyte

with He. The initial increase in ⟨PL⟩avg could be due to changes in the concentration and pH of

the droplet brought on by evaporation. Oscillations in ⟨PL⟩avg after 30 min. are likely due to changes

in the average position of the droplet relative to the gap in the graphene as asymmetric droplets

have been observed to generate large spikes in power. Despite significant evaporation of the droplet,

the G-SCEEG is still able to generate close to 80 nW of power after 60 min.
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Figure 2.22: ⟨PL⟩avg vs. RL and vs. time. a, ⟨PL⟩avg (black squares) as a function of the load resistance (av-
erage power was calculated from the measured RMS value of IL(t)). The dashed black line is a fit of the data
to Eq. (2.86). The blue line represents the power transfer efficiency, i.e. the ratio of the power dissipated in the
load to the total power generated by the G-SCEEG, PL /PTOT, and was calculated using Eq. (2.89). Droplet
volume = 20 µL of 1 M HCl, oscillation frequency = 28 Hz, peak-to-peak area change = 3.5 mm2. Where they
are not visible, error bars are smaller than the dimensions of the data point’s symbol. b, ⟨PL⟩avg as a function
of time for a 20 µL droplet of 1 M HCl oscillating at 28 Hz under normal atmospheric conditions. Oscillations
are due to changes in the droplet’s average position as it evaporates. RL = 170 kΩ. Initial area change = 3.5
mm2.
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2.4.2 Applications

2.4.2.1 Energy harvesting

One application of the G-SCEEG can be found in harvesting energy from sources of mechanical

vibration. SCEEGs represent a novel form of micro-energy harvesting device whose mechanism

of action markedly differs from that of piezoelectric, electromagnetic, thermoelectric, pyroelec-

tric, photovoltaic, and triboelectric devices [62, 63]. According to Ref. [64], a white paper put

forth by the company Texas Instruments in 2008, industrial and human sources of vibrational en-

ergy have estimated energy densities of 100 and 4 µW/cm2, respectively. Because it has been

demonstrated that the G-SCEEG can generate electric power in excess of 1 µW, such sources

of vibrational energy could be harvested by G-SCEEGs to realistically replace batteries in pow-

ering small electronic devices or other ultra-low-power (ULP) technologies [63–65]. Addition-

ally, larger amounts of electric power, on the scale of mW, can be reasonably achieved if the G-

SCEEG is scaled up in the various ways that are modeled in Fig. 2.8 (p. 46). These include in-

creasing the change in the overlap area, the number of simultaneously oscillating droplets, and

the frequency of the droplet’s oscillation.

A key aspect to consider before using the G-SCEEG to harvest energy, however, is the effi-

ciency, ηc, with which it converts mechanical energy into electrical energy. When exposed to two

20 µL droplets of 6.0M HCl, it is conservatively estimated that the GMULTI-SCEEG’s efficiency

is ηc = 0.4%. This was determined by estimating the average power input, ⟨Pin⟩avg, that the si-

nusoidal vibration source needs to provide in order to overcome the dissipative forces acting on

the droplets. To find ⟨Pin⟩avg, the scalar product between the droplets’ sinusoidal velocity, v⃗, and

the sum of the dissipative forces acting on the droplets, i.e. the sum of the quadratic drag force,

f⃗d, and the force of kinetic friction, f⃗k, was first determined and then subsequently averaged over

half of the period of oscillation.
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Assuming the displacement vector of a single droplet’s center of mass as a function of time t is

x⃗(t) = Λ cos (ω t− δ) x̂:

v⃗(t) = −ωΛ sin (ω t− δ) x̂ (2.90)

f⃗d(t) =
1

2
cd ρmAc v

2(t) x̂ (2.91)

f⃗k = µkmg x̂ (2.92)

and the required input power, Pin, is:

Pin =
(
f⃗d + f⃗k

)
· v⃗ (2.93)

=

[
cd ρmAc ω

3 Λ3

2

]
sin3 (ω t− δ) +

[
ω µkmg Λ

]
sin (ω t− δ) (2.94)

where cd is the drag coefficient, ρm the mass density of the droplets, Ac the frontal cross-sectional

area of a single droplet,m is the mass of a single droplet, ω the angular frequency, Λ the ampli-

tude of displacement, µk the coefficient of kinetic friction, δ the angular phase, and g the grav-

itational constant. The negative sign is neglected as it is understood that power is always being

input into the system to overcome the dissipative forces.

The average input power, ⟨Pin⟩avg, required to overcome the dissipative forces over one half of

the period of the droplets’ oscillation, t = T / 2 = π /ω, is then:

⟨Pin⟩avg =
ω

π

∫ π
ω

0

(
f⃗d + f⃗k

)
· v⃗ dt = 2ωΛ

π

(
cd ρmAc ω

2 Λ2

3
+mµk g

)
(2.95)

Based on the value for ⟨Pout⟩avg that was generated by two oscillating droplets of 6.0M HCl (see
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Fig. 2.20 (c) on p. 89), the efficiency, ηc, of the GMULTI-SCEEG is:

ηc =
⟨Pout⟩avg
⟨Pin⟩avg

≃ 1.6µW
400µW

= 0.4% (2.96)

where cd ≃ 0.5, ρm = 1000 kg/m3, Ac = 2 × 10−5 m2 (total cross-sectional area of the two

droplets),m = 4 × 10−5 kg (total mass of the two droplets), ω = 60 π rad/s, Λ = 3 × 10−3 m,

µk = 0.06 [66], and g ≃ 10 m/s2 were all estimated to match the experimental conditions.36 Al-

though the efficiency of the G-SCEEG, as configured, is low, it can be increased in a straightfor-

ward way if the geometry of the droplets is changed such that their drag coefficients and cross-

sectional areas are reduced.

Overall, both the electrical output and the efficiency of the GMULTI-SCEEG, as currently con-

figured, are small compared to other energy harvesting devices such as triboelectric nanogener-

ators (TENGs) which rely on a mechanism of contact electrification. TENGs have demonstrated

electrical outputs of 230 V, 15.5 µA/cm2, and 128 mW/cm3 and efficiencies between 10–39% [67].

Because the G-SCEEG does not involve contact between solid materials, however, its lifespan

will likely be much greater than that of TENGs and other energy harvesting devices that do rely

on physical contact between solids. On the other hand, compared to other supercapacitive, energy-

harvesting devices made from graphene and ITO, the GMULTI-SCEEG generates orders of magni-

tude greater output (see Tables 2.4 (p. 110) and 2.5 (p. 111) for a direct comparison of the out-

puts of various supercapacitive energy-harvesting devices). Regardless of the energy harvesting

mechanism employed, it is believed that micro-energy harvesting technologies will enable the de-

sign of smaller electronic devices if these technologies are able to successfully replace the need

for batteries as it is ultimately the volume of the battery that currently determines the lower limit

of the device’s size.
36Note that when using these values, the magnitude of the force of kinetic friction is negligible compared to that of

the quadratic drag force, i.e. fd >> fk.
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2.4.2.2 Detection of the resonant modes of standing capillary waves

Another application of the G-SCEEG is the detection of standing capillary waves on the sur-

face of a droplet of electrolyte solution. When a droplet is oscillated at a frequency that corre-

sponds to a standing wave mode resonance, the droplet will move relative to the surface of the

G-SCEEG. This movement generates short-circuit current in the G-SCEEG and allows the reso-

nant mode to be identified. There are two ways in which the surface wave modes can be excited.

Multiple resonant modes can be excited simultaneously by subjecting the droplet to a mechanical

impulse. The frequencies of the excited modes can then be determined via Fourier analysis of the

resulting Isc(t) time trace. This is similar to the method used in Fourier transform spectroscopy.

Alternatively, the modes can be selectively excited one-by-one by oscillating the droplet at spe-

cific frequencies. The frequencies at which measurable current is produced are those that corre-

spond to resonant modes. This is similar to the method used in dispersive spectroscopy.

Fig. 2.23 shows the results of the Fourier transform method. Fig. 2.23 (a) displays the cur-

rent vs. time that is generated by mechanically plucking a 1 µL droplet of 0.5 M NaCl containing

12.5% (v/v) glycerol that is initially resting on the center of a multi-layer G-SCEEG device with

a finely-pointed glass capillary tube. The pluck simultaneously excites multiple resonant modes

of standing waves on the droplet’s surface which results in the particular current vs. time wave-

form of part (a). Taking the Fourier transform of (a) gives the power spectral density shown in

Fig. 2.23 (b). Peaks in the power spectral density correspond to the resonant frequencies of the

standing wave modes.

According to Ref. [47], the dispersion relation that describes standing waves on the surface of

a freely suspended liquid droplet surround by a uniform fluid is given by the following expres-

sion:

f 2 =

[
γ

4 π2 ρm r3

]
n (n− 1) (n+ 2) (2.97)
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Figure 2.23: Simultaneous excitation of multiple surface capillary wave modes. a, Isc vs. time of a 1
µL droplet of 0.5 M NaCl + glycerol (12.5% v/v) upon being mechanically plucked by a finely-pointed glass
capillary tube. b, Power spectral density of current trace in (a) showing peaks due to the excitation of different
surface capillary wave modes which have been labeled n = 2–11.
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where n is the mode number, γ is the surface tension, ρm is the mass density of the liquid, and r

is the radius of the droplet. According to Eq. (2.97), f 2 scales linearly with n (n− 1) (n+ 2). Al-

though the droplet in the experiment is resting on the G-SCEEG and is not freely suspended, the

linear scaling of f 2 with n (n− 1) (n+ 2) still holds for the data in Fig. 2.23 (b). This is clearly

demonstrated in Fig. 2.24 (p. 98). Note that because the n = 1 mode corresponds to translation of

the droplet and not to a standing wave mode, the values of n from n = 2–11 were assigned to the

peaks in Fig. 2.23 (b) starting with the peak at 135 Hz.
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Figure 2.24: Estimation of the radius of curvature. The radius of curvature for a 1 µL droplet of 0.5 M
NaCl + glycerol (12.5% v/v) can be estimated from the plot of the mode frequency squared vs. the mode pa-
rameter, n (n − 1) (n + 2). Data taken from Fig. 2.23. The radius was estimated to be ≃ 0.7 mm.

For γ = 72 mN/m and ρm = 1050 kg/m3, the radius of curvature, r, of the droplet was es-
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timated from the slope of the linear fit of the data in Fig. 2.24 to be ≃ 0.7 mm. This underesti-

mates the actual radius of curvature which was measured to be 1 mm. The fact that the droplet on

the G-SCEEG is only hemispherical whereas Eq. (2.97) assumes a completely spherical droplet

likely accounts for this discrepancy.
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Figure 2.25: Scaling of n = 2 resonant mode frequency with radius of curvature. Plotting the frequency
of the n = 2 resonant mode vs. radius of curvature of different volumes of 0.5 M NaCl + glycerol (12.5%
v/v) droplets shows the characteristic scaling of surface capillary waves. The dashed line is a fit of the data to
a power-law function showing that f ∝ r−3/2.

The Fourier transform method of detecting resonant modes is further confirmed in Fig. 2.25

by plotting the frequency of the n = 2 mode vs. the radius of curvature of different volumes of

droplets. The radius of curvature was measured from photographs of the profile of the the droplets
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resting on the G-SCEEG. Droplets of volume 0.5, 1, 2, 3, 5, and 10 µL were used. The dashed

line represents a fit of the data to a power-law function with an exponent of −3/2. As evident by

the dashed line and as predicted by the dispersion relation, f ∝ r−3/2.

The results of the dispersive method of detecting the resonant modes are shown in Fig. 2.26.

Fig. 2.26 (a) is the RMS current that is generated as the driving frequency is scanned from 10–

510 Hz for a 5 µL droplet of 1.0M NaCl on the multi-layer G-SCEEG. A lock-in amplifier was

used to measure the current. The lock-in amplifier was used to filter out frequencies of the gener-

ated current that were not within several Hertz of the driving frequency. The photographs in (a)

capture the outline of the droplet’s motion at the first three odd resonant modes, i.e. n = 1, 3, and

5. As seen in the photograph, the n = 1 mode corresponds to lateral translation of the droplet

whereas the other two correspond to standing waves on the droplet’s surface. The linearity of f 2

vs. n (n− 1) (n+ 2) is again demonstrated in Fig. 2.26 (b) for different volumes of droplets of 1

M NaCl. Several data points in (b) represent even resonant modes that were detected by oscillat-

ing the droplets and the G-SCEEG vertically with the speaker in addition to horizontally.
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Figure 2.26: Selective excitation of individual surface capillary wave modes. a, ⟨Isc⟩RMS vs. frequency
of a 5 µL droplet of 1.0 M NaCl. The red dots and dashed lines mark the frequencies at which the phase shift
between the input and output waveforms is 90◦, indicating that the surface wave is on resonance. A horizon-
tal driving force excites only the odd resonant modes, i.e. n = 1, 3, and 5. Droplet images (insets) show the
different surface capillary standing waves that are excited at each odd mode. Scale bar = 1 mm. b, Plot of fre-
quency squared vs. the mode parameter, n (n − 1) (n + 2), for different volumes of 1 M NaCl. Plot includes
data from both odd (horizontal motion) and even (vertical motion) resonant modes.
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2.4.3 Characterization of graphene electrodes

This section provides a characterization of several of the physical and chemical properties of the

G-SCEEGs’ graphene electrodes. In addition to the figure captions, further explanations are in-

cluded where appropriate.

2.4.3.1 Sheet resistance

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Vo
lta

ge
 (V

)

-100 -50 0 50 100
Current (µA)

 mono-layer
 multi-layer

A

V

graphene

Figure 2.27: I-V curves of G-SCEEG devices. I-V curves measured using the four-point probe method of
mono- and multi-layer G-SCEEG devices before bifurcation. The linearity of the curves indicates an ohmic con-
tact between the Au contacts of the device and the graphene. The sheet resistances of the mono- and multi-
layer devices were calculated to be and 3.7 and 14.2 kΩ/□, respectively.
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2.4.3.2 Charge-carrier density and mobility
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Figure 2.28: ISD vs. VBG for a large-grain, mono-layer graphene field-effect transistor (GFET). ISD
vs. VBG for large-grain, mono-layer graphene on OTS-coated 300 nm SiO2 on Si after being baked for 1 hr at
250◦C. VSD = 10 mV, pressure = 3 × 10−5 mbar. The location of the current minimum indicates that the
graphene is intrinsically n-doped with 2 × 1012 electrons per cm2. Before being baked, however, it was deter-
mined that the graphene was p-doped with > 3 × 1012 holes per cm2. From the slope of ISD vs. VBG to the
right of the minimum the mobility of the electrons was determined to be 2000 cm2/(V·s).
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2.4.3.3 Optical micrographs

a

b

c

d

Figure 2.29: Optical micrographs of multi- and mono-layer G-SCEEG devices. Optical micrographs of
the edge (a and c) and bulk (b and d) of multi-layer (left) and mono-layer (right) G-SCEEG devices taken with
an inverted microscope. The gaps in the graphene are seen as vertical lines of lighter contrast located roughly
in the middle of the images. Dark shadowing around the gaps is due to scoring of the back surface of the glass.
Scale bar = 0.5 mm. Multi-layer graphene regions appear as hexagonal shapes of darker contrast. The darker
the contrast the greater the number of layers. Contamination due to adsorbed PMMA and other particulates
appears as dark specs. Folds appear as dark lines. Rips and tears show up as areas of lighter contrast.
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2.4.3.4 Raman spectral analysis

Using Raman spectral analysis, Figs. 2.30 and 2.31 compare the large-grain, mono-layer (LGML)

graphene used to make the G-SCEEG devices in this dissertation to graphene synthesized using a

chemical vapor deposition (CVD) recipe that is commonly cited in the literature [15, 68]. Here,

graphene synthesized using this common recipe is referred to as ”standard” graphene. Raman

analysis was done on both LGML and standard graphene that was supported by OTS- function-

alized borosilicate glass. The Raman analysis on LGML graphene is representative of the mono-

layer regions in large-grain graphene that also contains regions of multilayers. For Raman anal-

ysis of multi-layer regions, see Chapter 4, Sect. 4.4, Figs. 4.3 (p. 175) and 4.4 (p. 177). In both

Figs. 2.30 and 2.31 below, the laser excitation photon energy was 2.33 eV at 8 mW and the laser

spot size was 1–2 µm.

Fig. 2.30 (a) shows that the LGML graphene is less defective than standard graphene due to

the notable lack of a D-peak at 1330 cm−1 in the LGML graphene’s point spectrum. This is likely

a result of a reduction in the number of grain boundaries in LGML graphene. The average diame-

ter of graphene grains in LGML graphene is > 1 mm whereas it is approximately 10 µm in stan-

dard graphene. Fig. 2.30 (b) shows the probability density of the normalized D-peak intensity,

ID/IG, over a 75 × 75 µm area. This further proves that LGML graphene is significantly less de-

fective than standard graphene.

In addition to being more defective, standard graphene contains a significant amount of multi-

layers. This is proven in the histograms of Figs. 2.30 (c)–(e). According to Kim et al. in Ref. [69],

taken together the normalized G′-peak intensity (IG′ /IG), the full-width half-maximum (FWHM)

of the G′ peak, and the G′ peak’s spectral shift all qualitatively demonstrate a significant amount

of multi-layer graphene present in the standard graphene. It is estimated that at least 25% of the

total area of standard graphene contains some number of multi-layers.37

37It is worth mentioning that the authors of Ref. [68] claim that only 5% of the total area of graphene synthesized
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Figure 2.30: Raman spectral analysis of LGML vs. standard CVD graphene. a, Raman point spectra of
LGML and standard CVD graphene. Histograms of: b, ID/IG c, IG′/IG d, full-width half-maximum of G′ and e,
spectral position of G′ peak of LGML and standard CVD graphene. Laser excitation photon energy = 2.33 eV
at 8 mW and the laser spot size = 1–2 µm.
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Comparing the Raman spectral maps of ID/IG and IG′ /IG in Fig. 2.31 visually demonstrates

the relative amount of defects and multi-layers that the standard graphene has compared to the

LGML graphene.

b d

a c

Figure 2.31: Raman maps of gap in LGML vs. standard CVD graphene. a, c, Map of ID/IG for standard
and LGML CVD graphene, respectively, in the vicinity around the gap. Edges of the gap are demarcated with
black arrows. b, d, Map of IG′/IG for standard and LGML CVD graphene, respectively. Scale bar: 25 µm. Laser
excitation photon energy = 2.33 eV at 8 mW and the laser spot size = 1–2 µm.

using this protocol is covered with multi-layers.
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2.4.3.5 X-ray photoelectron spectral analysis
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Figure 2.32: XPS analysis. a, XPS spectrum of mono-layer G-SCEEG device taken across the gap in the
graphene. b, High-resolution spectrum of C1s peak. Red lines show the deconvolution of the peak into sub-
peaks, each representing different types of carbon bonds that were detected. c, High-resolution spectrum of
the Cu2p energy band showing no detectable amount of residual Cu. Beam diameter = 400 µm. X-ray source:
Al Kα X-rays; X-ray energy: 1486.7 eV. The spectra qualitatively show that the graphene does not contain
large quantities of oxygenated functional groups or residual Cu. The detection of oxygenated-carbon functional
groups is likely the result of residual PMMA from the transfer process. The strong O1s and Si2p peaks in (a)
are likely due to the borosilicate glass because the penetration depth of the X-rays is 10 nm and the thickness
of the OTS is only 2.5 nm.
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2.5 Comparison of symmetric SCEEG devices

As stated earlier in the chapter, G-SCEEG devices were fabricated using two types of large-grain

graphene, one that contains areas of multi-layers (LG-Multi) and one that does not (LG-Mono).

Fig. 2.33 (a) compares the RMS current generated by each as a function of the change in area

when a 20 µL droplet of 1 M NaCl is oscillated at 30 Hz. In addition, Fig. 2.33 (a) compares

both G-SCEEG devices with a similar symmetric SCEEG device, an Au-SCEEG, made not with

graphene electrodes, but made instead with two thin sheets of Au (50 nm Au on 2.5 nm Ti) on

borosilicate glass and separated by a 100µm gap.
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Figure 2.33: Comparison of SCEEG devices. a, ⟨Isc⟩RMS b, ⟨Voc⟩RMS and c, ⟨PL⟩avg vs. peak-to-peak
area change for Au (black squares), large-grain multi-layer graphene (red circles), and large-grain mono-layer
graphene (blue triangles) SCEEG devices. Droplet volume = 20 µL of 1 M NaCl, oscillation frequency = 30
Hz. RL = 150 kΩ for the GMULTI-SCEEG and RL = 1 kΩ for Au-SCEEG. The value of RL was set to roughly
match the internal impedance of each device. Where they are not visible, error bars are smaller than the dimen-
sions of the data point’s symbol.

Fig. 2.33 (b) and (c) show the RMS voltage and average power as a function of area change

for only the GMULTI- and Au-SCEEG devices. The Au-SCEEG produces the greatest current per

unit area followed by the GMULTI- and GMONO-SCEEGs. Due to an increased tendency of the droplet

to pin to the surfaces of both the Au-SCEEG and the GMONO-SCEEG devices, the achievable
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range of the area change was smaller for these devices. As a result, the GMULTI-SCEEG produced

the overall largest current of the three devices. As shown in parts (b) and (c) of Fig. 2.33, the

GMULTI-SCEEG also produced the overall largest voltage and power. In contrast to its current

output, the Au-SCEEG produced significantly less voltage and power than the graphene device

with multi-layer regions. This is likely due to the smaller internal resistance of the Au-SCEEG

compared to the GMULTI-SCEEG (≃ 1 kΩ vs. ≃ 150 kΩ).

2.5.1 Comparison of electrical output

Table 2.4 below summarizes the electrical output of the three symmetric SCEEG devices that

were studied. ⟨Isc⟩RMS and ⟨Voc⟩RMS have been normalized by the rate of change of the area and

⟨PL⟩avg has been normalized by the square of the area’s rate of change. Relative to Au and ITO,

Electrode Electrolyte ⟨Isc⟩RMS ⟨Voc⟩RMS ⟨PL⟩avg
material solution (nA·s/cm2) (mV·s/cm2) (nW·s2/cm4)

Multi-layer Gr HCl (6.0M) 1020± 20 80± 1 22± 1
HNO3 860± 10 86± 1 19± 1
HCl 690± 20 76± 1 13± 1
NaCl 240± 10 40± 1 2.8± 0.6

Mono-layer Gr NaCl 27± 1 − −
Au NaCl 500± 30 3.5± 0.3 1.0± 0.3

Table 2.4: Comparison of the normalized output of symmetric SCEEG devices. The normalized electric
output of symmetric SCEEG devices containing different electrode materials and using different electrolyte solu-
tions. The values in red represent the largest measured outputs. All concentrations are 1.0 M unless otherwise
noted. RL = 150 kΩ and 1 kΩ for the power measurements made using the Gr- and Au-SCEEGs, respectively.

graphene seems to be uniquely suited as an electrode material for use in SCEEG devices for sev-

eral reasons. First, graphene is relatively hydrophobic, especially when supported by a hydropho-

bic substrate. It’s hydrophobicity means there is less friction opposing the motion of a volume of

aqueous solution over it. Second, graphene’s relatively high electrical resistance allows a SCEEG

to support larger open-circuit voltages, increasing its maximum power output.
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2.6 Comparison to other supercapacitive, energy-harvesting devices

Table 2.5 below summarizes the maximum (max.) and normalized (norm.) electrical output of

the GMULTI-SCEEG compared to other supercapacitive, energy-harvesting devices that have been

described to date, i.e. the ITO-SCEEG, the graphene ”waving potential” device (G-WP), and the

graphene ”drawing potential” device (G-DP) [6–8]. Isc and Voc have been normalized by the rate

of change of the area and PL has been normalized by the square of the area’s rate of change. The

GMULTI-SCEEG significantly outperforms the normalized output of all other devices and is only

eclipsed by the ITO-SCEEG in maximum voltage output. The presence of two separate graphene

Isc Voc PL
Device Electrolyte max. norm. max. norm. max. norm.

solution (µA) (nA·s/cm2) (V) (mV·s/cm2) (µW) (nW·s2/cm4)
GMULTI-SCEEG HCl (6.0M) 25 1020± 20 − − 7 22± 1

HNO3 (1.0M) − − 1.3 86± 1 − −
ITO-SCEEG H2O ≃ 1 ∼ 10 ≃ 5 ∼ 10 3 ∼ 0.1
Ref. [8]

G-WP device NaCl (0.6M) 11 ∼ 100 0.101 ≃ 0.5 N/A N/A
Ref. [7]

G-DP device CuCl2 (0.6M) ≃ 1.7 ∼ 10 ≃ 0.03 − ≃ 0.02 ∼ 0.01
Ref. [6] NaF (0.6M) − − − ≃ 0.6 − −

Table 2.5: Comparison of the GMULTI-SCEEG to other supercapacitive, energy-harvesting devices. The
maximum (max.) and normalized (norm.) electric output of the GMULTI-SCEEG compared to other superca-
pacitive, energy-harvesting devices described to date. When not explicitly reported in the literature, values were
estimated based on stated experimental parameters. N/A signifies that no value was reported. The values in
red represent the largest outputs. RL = 150 kΩ, 10 MΩ, and 17.4 kΩ for the power measurements made using
the GMULTI-SCEEG, ITO-SCEEG, and G-DP device, respectively.

electrodes in the GMULTI-SCEEG is likely responsible for its ability to outperform the G-WP and

G-DP devices. This is because the single graphene electrode of the G-WP and G-DP devices acts

as an electrical short. On the other hand, the GMULTI-SCEEG outperforms the ITO-SCEEG likely

because of graphene’s ability to adsorb high densities of ions to its surface, especially at low pH.

The ITO-SCEEG is able to generate larger maximum voltages than the GMULTI-SCEEG, however,

because of its ability to support a greater number of simultaneously oscillating droplets.
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2.7 Chapter summary

1. A SCEEG generates current, voltage, and power from oscillating droplets of electrolyte so-

lutions. A change in the area of contact between the droplet and the device’s electrodes is

necessary for this to occur.

2. A SCEEG can be accurately modeled using passive circuit elements. The device can be

thought of as a current source in parallel with a time-varying internal impedance which is

composed of a resistor and capacitor in series. Analytical expressions can be written for the

short-circuit current, Isc(t), open-circuit voltage, Voc(t), and dissipated power, PL(t), that the

SCEEG generates.

3. The efficiency of the GMULTI-SCEEG is estimated to be 0.4%. This will likely need to be

improved if the GMULTI-SCEEG is ever to function as useful energy-harvesting device.

4. Resonant modes of standing waves on the surface of a droplet can be readily detected using

the short-circuit current generated by a G-SCEEG.

5. When exposed to droplets of 6.0M HCl, the GMULTI-SCEEG generates the greatest power

output. The GMULTI-SCEEG outperforms other SCEEGs made using ITO and Au elec-

trodes. It also significantly outperforms similar supercapacitive, energy-harvesting devices

made from graphene.
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... Strength and desire possess the future,

The breed of the grasshopper shrills, ”What does the future

Mater, we shall be dead?” Ah grasshoppers,

Death’s a fierce meadowlark: but to die having made

Something more equal to the centuries

Than muscle and bone, is mostly to shed weakness ...

– Robinson Jeffers

3
The interaction between graphene and

hydrated ions

3.1 Chapter overview

In this chapter, the electrical output of the graphene supercapacitive electrical energy genera-

tor (G-SCEEG) is used to deduce the nature of the interaction between graphene and hydrated

ions. As alluded to in Chapter 2, the interaction between the ions of an electrolyte solution and
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the graphene electrodes of the G-SCEEG is responsible for the G-SCEEG’s ability to generate

electricity. This makes it possible to determine both the effective surface density, σn, of the ions

that spontaneously adsorb to the graphene’s surface and the sign, + or − , of the adsorbed ion’s

electric charge from the short-circuit current that the device produces. The main objectives of this

chapter are to:

(i) describe the theoretical Gouy-Chapman (GC) model of the interface between a solid such

as graphene and an electrolyte solution, including the modifications made to the model by

Stern and Grahame.

(ii) determine both the sign, + or − , of the electric charge of the ions of the electrolyte that

adsorb to graphene as well as their effective surface density, σn, using data obtained from

the G-SCEEG’s short-circuit current.

(iii) experimentally demonstrate how the surface charge density, σ, induced in graphene by ad-

sorbed ions depends on properties of the electrolyte solution such as the identity of the ions

present, the ionic strength, and the pH; to show that the dependence of the surface charge

density on ionic strength quantitatively agrees with the modified GC model.

(iv) determine the capacitance per unit area, c0, of the graphene-electrolyte interface using data

obtained by applying an AC voltage across the G-SCEEG.

(v) provide an estimate of the surface potential, Φ, across the graphene-solution interface as

well as the effective surface binding energy, EB, of hydrated Cl− ions to graphene using the

experimentally-determined values for σ and c0.

It is worth noting here that the majority of the experimental data presented in this chapter was

taken using the GMONO-SCEEG device. Where this is not true, the specific device that was used

has been made explicitly clear.
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3.2 Model of the graphene-electrolyte interface

As briefly mentioned in Chapter 2, when an electrode, such as graphene, is exposed to a solution

of electrolyte, an electric double layer (EDL) can spontaneously form at the interface between the

electrode and the solution. In general, an EDL can develop at the interface between an electrolyte

solution (or ionic liquid) and any of the following:

1. A metal, semimetal, or semiconductor to which an electric potential has been applied rela-

tive to the solution.

2. A metal, semimetal, or semiconductor possessing an induced surface charge density due to

the adsorption of ions.

3. A dielectric with fixed surface charge.

Although charging of the EDL at an electrode-solution interface can occur in different ways,

i.e. ionization or dissociation of surface groups, adsorption or binding of ions to a previously un-

charged surface, and charge transfer between dissimilar surfaces [55], for the graphene electrodes

of the G-SCEEG device only adsorption/binding of ions is believed to occur in the absence of an

externally applied voltage. This is because the bulk of the graphene is assumed to be ideally po-

larizable, i.e. no charge is transferred across the interface between the graphene and the solvated

ions [70–75]. Another way of phrasing this is that, in the absence of an externally-applied poten-

tial, the electric potential of the graphene electrodes relative to the bulk solution is assumed to be

below the reduction/oxidation potential of any of the ionic species present in the solution [76].

As a result, no electrochemical reactions are thought to occur and, hence, no faradaic currents are

thought to exist.

The term EDL was purportedly first used by Helmholtz beginning in the middle of the 19th

century to describe his theory on how charges and oriented dipoles distribute themselves at the
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interface between a charged solid surface and an electrolyte solution [77, 78]. Helmholtz pro-

posed that there are two layers of equal but opposite interfacial charge, one at the surface of the

solid and one at the surface of the electrolyte, and that the ionic charge of the electrolyte effec-

tively screens the charge on the solid. Furthermore, Helmholtz was one of the first to understand

that these layers are separated by a distance of molecular order and that the separated layers of

charge resemble the separation of charge that occurs on the plates of a charged capacitor [79].

Conceptually, Helmholtz’s model of the EDL is quite simple. When an electrode (or a solid

dielectric with a fixed surface charge) is exposed to an electrolyte solution, one species of ion in

the electrolyte (the counterion) is attracted to charges of opposite sign that are induced at the sur-

face of the electrode (or that are already presence at the surface, as is the case with fixed charges

on a dielectric). As a result, the density of the counterions near the electrode’s surface becomes

greater relative to that in the bulk of the solution. The other ionic species in the electrolyte (the

co-ion), i.e. the ion of opposite charge to that of the counterion, is repelled from the electrode’s

surface and its ionic density there becomes less than that in the bulk solution. As Helmholtz’s

term therefore suggests, the electric double layer is comprised of two layers of charge, the in-

duced electronic charge layer at the surface of the electrode and the layer of counterions that is,

in turn, bound to it.

Since Helmholtz first proposed his EDL model, however, it has undergone significant modifi-

cations and additions by the likes of Gouy, Debye, Hückel, Chapman, Stern, and Grahame [34].

Currently, one of the most widely accepted modern models of the EDL is the so-called modified

Gouy-Chapman (GC) model [37]. Fig. 3.1 (p. 117) provides an illustration of the modified GC

model of the interface between the surface of a conductive electrode and a symmetric electrolyte

solution, i.e. an electrolyte solution in which each ionic species has the same charge state and the

same concentration in the bulk of the solution.

As demonstrated in Fig. 3.1 (a), the modified GC model predicts that the EDL actually con-
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(red line) as a function of distance from the electrode’s surface according to Eq. (3.9) (p. 122). n0 is the ionic
concentration of the bulk solution. c, The negative electric surface potential, −Φ(x), as a function of distance
from the electrode’s surface according to Eq. (3.8) (p. 121). Φq, Φs, and Φd are the potential drops across the
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sists of more than just two layers of charge; not only does the EDL include both an induced charge

layer at the surface of the electrode (or a fixed layer of surface charge, as in the case of a dielec-

tric) and a condensed ionic charge layer at the electrode-solution interface (also called the Stern

layer), but it is also hypothesized to include a diffuse layer of increased ionic charge density that

exists between the interface and the bulk of the solution [37, 80]. Additionally, the condensed,

Stern layer itself can be thought of as two separate layers, the so-called inner and outer Helmholtz

planes, based on whether or not the ions in the layer are surrounded by shells of water molecules

(inner Helmholtz plane = bare ions, outer Helmholtz plane = hydrated ions).1 The ions of the

Stern layer are considered immobile and are either chemically or physically bound to the surface

(or both). The ions of the diffuse layer, on the other hand, are mobile; they are subject to Brow-

nian motion due to collisions with the surrounding solvent while also simultaneously being elec-

trostatically attracted to the electrode. The ions of the condensed layer are bound tightly to the

surface while those of the diffuse layer create an ionic cloud that extends out from the surface

and into the solution.

Although it is now common practice to model the electrolyte near the interface as forming

separate condensed and a diffuse layers of ions, the original GC model neglected the condensed

layer and described only the solution’s diffuse layer [37]. The original GC model still proves use-

ful, however, in that it provides analytical expressions, through the use of the Poisson-Boltzmann

equation, for the distribution of ions in the diffuse layer, for the electrostatic potential across the

diffuse layer, for the diffuse layer’s characteristic screening length, i.e the Debye length, λD, and

for the layer’s differential capacitance.

Despite the utility of the original GC model, the model is unphysical because it predicts a di-
1Note that because of all the additional layers of charge in the modified GC model of the EDL, the term ”elec-

tric double layer” is no longer accurate. Due to historical precedent, however, EDL continues to be widely used in
the literature when referring to such charged interfaces, regardless of the number of layers of charge the interface is
presumed to have.
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vergent differential capacitance for the diffuse layer as the potential drop across the layer be-

comes arbitrarily large [34]. It was not until Stern and Grahame modified the model by including

a condensed layer of ions that this flaw was rectified. Stern and Grahame claimed that ions can

come into direct contact with the electrode and, as a result, can specifically adsorb to it by losing

their solvation shells. These ions form the inner Helmholtz plane (IHP) which is defined as the

plane that passes through the centers of the specifically adsorbed ions. Another claim they made

was that ions could adsorb onto the electrode without first needing to lose their hydration shells.

These ions form the outer Helmholtz plane (OHP) which is defined as the plane that passes through

the centers of the solvated ions at the distance of their closest approach to the electrode.

Due to Stern’s and Grahame’s insight, the IHP and OHP are treated as parallel layers of con-

densed, largely immobile ions in the modified GC model of the EDL. This enables them to be

modeled collectively as a single parallel-plate capacitor which is, in turn, in series with the capac-

itance of the diffuse layer. The capacitance of the Stern and diffuse layers are considered to be

connected in series because of the additive nature of the voltage drops across each of them:

ΦEDL = Φs + Φd (3.1)

where ΦEDL, Φs, and Φd are the potential drops across the EDL, the Stern layer, and the diffuse

layer, respectively. Using the definition of capacitance, q = ΦiCi, where q is the net charge in

both the Stern and the diffuse layers, Eq. (3.1) becomes:

q

CEDL
=

q

Cs
+

q

Cd
(3.2)

1

CEDL
=

1

Cs
+

1

Cd
(3.3)
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where Cs and Cd are the capacitances of the Stern and diffuse layers, respectively, and where

the equivalent capacitance of the electric double layer, CEDL, is also referred to as the electric

double layer capacitance/capacitor (EDLC).2 Because CEDL is found by taking the reciprocal of

the sum of reciprocals of the individual, serially-connected capacitors, Cs and Cd, the equivalent

capacitance does not diverge regardless of how large the potential drop across the diffuse layer

is [37]. It instead approaches the parallel-plate capacitance of the condensed Stern layer as seen

in Eq. (3.3) when Cd → ∞.

Figs. 3.1 (b) and (c) (p. 117) represent the ion concentration, ni(x), and the electric potential,

Φ(x), as functions of the distance from the conductor’s surface, x, respectively, as predicted by

the modified GC model. The behavior of both ion concentration and the electric potential drop

over the diffuse layer, Φd(x), is derived from the Poisson-Boltzmann equation. The Poisson-

Boltzmann equation is first found by treating the net charge density, ρ(x), as the difference be-

tween the Maxwell-Boltzmann distributions of the positive and negative ions, with each ion hav-

ing a distance-dependent potential energy, U(x) = z eΦd(x), where z is the charge state of the

ion and e is the charge of an electron:

ρ(x) = z e
[
n+(x)− n−(x)

]
= −2 z e n0 sinh

(
z eΦd(x)

kB T

)
(3.4)

Eq. (3.4) assumes that the electrolyte is symmetric, i.e. both ionic species have the same bulk

concentration and the same net charge. This expression for ρ(x) is then inserted into Poisson’s

equation,∇2Φd = − ρ(x) / ϵ ϵ0, where ϵ is the relative permittivity of the solution and ϵ0 is the

permittivity of vacuum, to give:

∇2Φd =
2 z e n0

ϵ ϵ0
sinh

(
z eΦd

kB T

)
(3.5)

2Note that typical values of cEDL,0, the equivalent capacitance of the electric double layer per unit area, for
graphene exposed to ionic liquids and gels are ≃ 40–200 nF/mm2 [44, 81].
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If the thermal energy is much greater than the potential energy, i.e. kB T >> z eΦd, the exponen-

tial term in Eq. (3.5) can be replaced with a Taylor series expansion to first order. This is called

the Debye-Hückel approximation and it linearizes the otherwise non-linear Poisson-Boltzmann

equation:

∇2Φd ≃
1

λ2
D
Φd (3.6)

λD ≡
√

ϵ ϵ0 kB T

2 z2 e2 n0

(3.7)

where λD is the Debye length (for a 1M concentration of a symmetric electrolyte whose ions are

singly charged, such as HCl, λD ≃ 0.3 nm at T = 25◦C; for 6M HCl, λD ≃ 0.1 nm). The Debye-

Hückel approximation is useful in that it enables an analytical solution to be written for Eq. (3.5),

which can otherwise only be solved numerically.

As demonstrated later in this chapter, however, the potential energies, i.e. binding energies, at

the interface between graphene (containing multi-layer regions) and the electrolyte solutions of

1.0M HCl, 1.0M NaCl, and 6.0M HCl (≃ 200–700 meV) are close to an order of magnitude

larger than the thermal energy (≃ 30 meV). As a result, the Debye-Hückel approximation does

not apply to these interfaces. On the other hand, the approximation does likely apply to the in-

terfaces between many of the electrolyte solutions and mono-layer only graphene that were also

studied.

When solving Eq. (3.6) for Φd, it is found that Φd decreases exponentially as a function of the

distance, x, from the edge of the Stern layer (x = xs) to the bulk of the solution (x → ∞):

Φd(x) = Φd,0 exp
(
− x− xs

λD

)
(3.8)
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Note that the boundary conditions ensure that Φd(x = xs) = Φd,0 and limx→∞ Φd(x) → 0. By

definition, Φd(x) is undefined for x < xs. For U(x) = z eΦd(x), the i-th ion concentration,

ni(x), as a function of distance also exhibits exponential behavior:

ni(x) = ni,0 exp
(
− U(x)

kB T

)
= ni,0 exp

[
− zi eΦd,0

kB T
exp

(
− x− xs

λD

)]
(3.9)

Both Eqs. (3.8) and (3.9) are plotted in Fig. 3.1 (p. 117). In line with physical intuition, the con-

centration of the counterions increases as one approaches the Stern layer while that of the co-ions

decreases.

3.2.1 Interfacial capacitance

As previously mentioned, when not subject to an external electric potential, bulk graphene is an

ideally-polarizable electrode because it is nearly electrochemically inert, i.e. no charge is trans-

ferred between it and any electrochemically reactive species in solution. As described in Chap-

ter 2 (p. 35) and shown explicitly in this chapter in Fig. 3.1 (d) (p. 117), the relative inertness of

graphene means that the interface between graphene and a solution of electrolyte can be modeled

as a capacitor. More specifically, this capacitor is composed of three capacitances connected to

each other in series: the quantum capacitance, Cq, the Stern layer capacitance, Cs, and the Debye

diffuse layer capacitance, Cd.

Because the amount of charge in both the graphene and the diffuse layer does not, in general,

scale linearly with the potential drops across each of them, Cq and Cd are defined as differential

capacitances, C ′(V0), i.e. capacitances that are found by evaluating the derivative of the accumu-
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lated charge with respect to the applied potential at a given value of that potential, V0: 3

C ′(V0) ≡
∂ q

∂V


V=V0

(3.10)

In contrast, the amount of charge in the Stern layer is proportional to the potential drop across it

and the expression for Cs is, therefore, found using the usual definition of capacitance. Mathe-

matical expressions Cs, Cd, and Cq are provided below. Their derivations can be found in Ap-

pendix B (p. 220). The form of these expressions is useful for interpreting data on surface charge

densities that are described in Sect. 3.4 (p. 132) of this chapter.

3.2.1.1 Stern layer capacitance

The Stern layer is due to the electrostatic attraction of one ionic species of an electrolyte to either

a fixed charge or an induced image charge at the surface of an electrode (or other solid material)

in such a way as to form a condensed layer of ions at the electrode’s surface. Because of this the

Stern layer is modeled as a parallel-plate capacitor whose capacitance is given by the following

expression:

Cs =
ϵ ϵ0
d

A (3.11)

and cs,0 ≡ Cs /A [36].

Typical values of cs,0 that are used in theoretical models of aqueous electrolytes are ≃ 50–3000

nF/mm2 (assuming ϵ ≃ 6 ϵ0–30 ϵ0 and d ≃ 0.1–1 nm) [37]. For metal and pyrolytic graphite

electrodes, cs,0 ≃ 100–200 nF/mm2 [83].
3Eq. (3.10) is referred to as the Lippmann equation [80, 82].
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3.2.1.2 Debye diffuse layer capacitance

The diffuse Debye layer is an accumulation of net charge extending away from the surface of

the electrode and into the bulk electrolyte solution. The ions in this layer experience both an at-

tractive electrostatic force and a randomly fluctuating force caused by collisions with the solvent

molecules. When an electrode is exposed to an infinite reservoir of electrolyte solution, the dif-

fuse layer can be thought of as a capacitor that separates the electrode’s surface (voltage source)

from the bulk solution (ground). The diffuse layer can, thus, be modeled as a capacitor because

it stores charge in response to a potential drop [37]. The differential capacitance of this layer is

given by the following expression:

Cd(Φd,0) = A
∂ σd
∂Φd


Φd=Φd,0

=
ϵ ϵ0
λD

[
cosh

(
z eΦd,0

2 kB T

)]
A (3.12)

where

λD ≡
√

ϵ ϵ0 kB T

2 z2 e2 n0

and cd,0 ≡ Cd /A [37].

Values of cd,0 for 1M electrolyte solutions are typically > 1 µF/mm2 [83].

3.2.1.3 Quantum capacitance

The quantum capacitance of a solid-state material originates in the change in chemical poten-

tial of the material’s electrons when subject to a change in electric potential [41]. The change in

chemical potential is only significant when the density of states is finite. Such is the case for a

two-dimensional electron gas (2DEG) or a two-dimensional material like graphene. As shown in

Chapter 2 (p. 34) the general expression describing the quantum capacitance in two-dimensional
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materials is:

Cq, 2D(EF) = e2 ρs(EF)A (3.13)

In the case of graphene the differential quantum capacitance is:

Cq(Φq,0) = A
∂ σ

∂Φq


Φq=Φq,0

=
2 e2 kB T

π (ℏ vF)2
ln
[
2

(
1 + cosh

[
eΦq,0

kB T

])]
A (3.14)

where Φq,0 is the entire electric potential drop across the graphene and cq,0 ≡ Cq /A [81].

Typical values of cq,0 for graphene that have been experimentally measured are ≃ 10–100

nF/mm2 [44, 81].
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3.3 Identifying ions that physically adsorb to graphene

Using the G-SCEEG, it is fairly straightforward to identify which of the ions in a solution of elec-

trolyte, i.e. either the positively charged cation or the negatively charged anion, physically ad-

sorbs to the device’s graphene electrodes in greater density and, in turn, with larger binding en-

ergy, EB.4 Because the physically adsorbed ions induce an image charge of opposite sign in the

G-SCEEG’s graphene electrodes, the sign of the ions’ electric charge can be determined sim-

ply by observing the sign of the short-circuit current that is generated as a droplet of electrolyte

moves from the electrode connected to the current amplifier’s negative lead to the electrode con-

nected to the amplifier’s positive lead. The identity of the physically adsorbed ions can then de-

duced from the sign of the short-circuit current and from the way in which the electrolyte is known

to dissociate in water.

Chemically adsorbed ions, on the other hand, cannot be directly identified using the G-SCEEG

because they do no induce an image charge in the device’s electrodes. They instead change the

number of charge carriers in the electrode, i.e. they dope the electrode. Their effect on the G-

SCEEG’s output can only be indirectly observed if such doping alters the interaction between

graphene and any physically adsorbing ions that might be present. Two ions that are believed to

chemically adsorb to graphene are the hydronium, H3O+, and the hydroxide, OH−, ions. As dis-

cussed more thoroughly in Sect. 3.4.2 of this chapter (p. 138), reports in the literature suggest that

H3O+ and OH− bind so strongly with graphene as to form a covalent-like bond with it [5–7, 24].

As a result, charge is shared between the graphene and these ions, thus altering graphene’s charge

carrier density.

Fig. 3.2 (p. 128) presents two ways in which the sign of the electric charge of the physically

adsorbed ions can be determined. The method in Fig. 3.2 (a) is the simplest to interpret. In this
4Note that physical adsorption is used here to mean adsorption that does not involve the sharing or transfer of

charge. When such charge transfer does occur, it is termed chemical adsorption [55].

126



method, a droplet of electrolyte solution is first pipetted onto the graphene electrode that is con-

nected to the current amplifier’s negative lead. Using a glass capillary tube, the droplet is dragged

across the gap (from left to right in the figure) to the graphene electrode connected to the current

amplifier’s positive lead. Simultaneously, the short-circuit current that this motion generates is

recorded. For the droplet of 1M HCl that is represented in the figure, a negative current is gener-

ated. Dragging the droplet in the opposite direction generates current with the opposite sign, i.e.

positive current.

Based on the physical model of the G-SCEEG that is described in Fig. 2.3 (b) (p. 22), a droplet

moving from left to right, i.e. from the electrode connected to the negative lead to the electrode

connected to the positive lead, will generate a negative current only if the negatively charged an-

ions physically bind more strongly to the graphene’s surface than the positively charged cations.

It is concluded, therefore, from Fig. 3.2 (a), and from what is known about the dissociation of

HCl, that the chloride anions, Cl−, of 1M HCl are physically bound to graphene’s surface, whereas

the hydronium cations, H3O+, are likely chemically bound.
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Figure 3.2: Sign of the electric charge of the physically adsorbed ions. The sign of the charge of the ions
physically adsorbed to graphene was determined from the sign of Isc(t) using two separate methods. a, Method
1: The droplet was dragged from the graphene electrode connected to the negative lead of the current ampli-
fier to the electrode connected to the positive lead (left to right), and vice versa. A 20 µL droplet of 1 M HCl
resulted in negative current, meaning that the Cl− ions are physically bound to graphene (the H3O+ ions are
likely chemically bound). b, Method 2: The output of the speaker-mounted accelerometer (top traces; blue =
acceleration, red = velocity) was used to determine the location of the droplet on the device as it moved from
the left graphene electrode (i.), through its position of maximum velocity (ii.), and finally to the right graphene
electrode (iii.). The sign of Isc(t) was determined between positions i. and iii. on the corresponding plot of
Isc(t) vs. time (bottom, black trace). A 20 µL droplet of 1 M HCl again resulted in negative current. Oscilla-
tion frequency = 30 Hz, peak-to-peak area change = 5.5 mm2, G-SCEEG device = mono-layer graphene.
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The method in Fig. 3.2 (b) accomplishes the same task but allows the sign of the electric charge

to be determined from the time trace of the alternating current generated by a freely oscillating

droplet. In this method, the direction of the droplet’s motion is determined from the accelera-

tion and velocity of the device as measured by the speaker-mounted accelerometer. Based on

visual observations of the droplet’s motion using a strobe light, a 20 µL droplet of aqueous elec-

trolyte oscillating at 30 Hz is slightly more than 180◦ out of phase with the motion of the device

and the speaker, i.e. as the speaker is moving to the right the droplet is moving to the left but is

slightly delayed. The accelerometer is mounted on the speaker so that it measures the greatest

negative acceleration as the speaker is at its greatest displacement to the right; when the speaker

is at its greatest displacement to the left, the accelerometer measures the greatest positive acceler-

ation. This means that in the time between the negative and positive peaks in the acceleration’s

time trace, or during the time while the velocity is negative, the droplet moves from the elec-

trode connected to the current amplifier’s negative lead on the left to the electrode connected to

the amplifier’s positive lead on the right. The sign of the current generated by the G-SCEEG dur-

ing this time is the same as the sign of the electric charge of the ions that are physically bound

to the graphene’s surface most strongly. For 1M HCl the sign of the current was negative and it

was again concluded that the Cl− anions physically adsorb in greater density to graphene than the

H3O+ cations because the H3O+ ions likely chemically adsorb. This result agrees with that ob-

tained using the dragging method of part (a).

For most of the solutions studied in this thesis using the GMONO-SCEEG device, both the signs

of the electric charge of the physically adsorbed ions and the identities of those ions are listed in

Table 3.1 (Sect. 3.4.6, p. 151).
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3.3.1 Comparison of the adsorbed ions to those reported in the literature

Surprisingly, the identities of the physically adsorbed ions listed in Table 3.1 (Sect. 3.4.6, p. 151)

mostly contradict those stated by Yin et al. in their studies on graphene and electrolyte solutions [5–

7]. Yin et al. claim, using density functional theory (DFT) calculations and their experimental

data, that the Cl− anions of alkali chloride solutions are repelled from the surface of graphene

and that the positively charged cations (Li+, Na+, and K+) dominate the interfacial interaction.

They do state, however, that the opposite is true for a solution of HCl; the H3O+ ions of HCl

chemically adsorb to graphene by forming a covalent-like bond with it. The chemically adsorbed

H3O+ ions increase the density of graphene’s positive charge carriers, which, in turn, attract Cl−

ions to the graphene’s surface. The Cl− ion then dominates the physical interaction and is respon-

sible for inducing a positive image charge in graphene. The data in Table 3.1 agree with this as-

sessment of the Cl− ion of HCl but disagree with that of the rest of the alkali chloride solutions.

This is likely because Yin et al. did not include H3O+ ions in their calculations involving the al-

kali chloride solutions. H3O+ ions were present, however, in the solutions that were used in the

G-SCEEG experiments as indicated by their pH values in the table.5

On the other hand, the results listed in Table 3.1 roughly agree with those of Cole et al. [24].

Cole et al. used classical molecular dynamics simulations to determine the distribution of charge

density near a graphene surface when it was exposed to various electrolyte solutions. For an ex-

ternally unbiased graphene sheet, they concluded the following:

1. For a solution of NaCl, the Cl− anion accumulates in greater concentration near the graphene

than the Na+ cation.
5Note that the substrate Yin et al. used to support graphene, polyester terephthalate (PET), in their experimen-

tal device differs from the OTS-functionalized glass used in the G-SCEEG devices. A G-SCEEG was made using
PET as the supporting substrate, however, and it was determined that this change did not affect which ionic species
adsorbed to graphene.
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2. For a solution of NaOH, the Na+ cation accumulates in greater concentration near the graphene

than the OH− anion.

3. For a solution of HCl, the H3O+ cation accumulates in greater concentration near the graphene

than the Cl− anion.

Although their calculations did not taken into account chemical adsorption, their conclusions are

qualitatively similar to those obtained using the G-SCEEG with the one caveat being the that for

the solution of HCl, H3O+ is likely chemically adsorbed and Cl− is likely physically adsorbed.
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3.4 Induced surface charge density, σ

Now that methods for determining the sign of the the electric charge of the ions adsorbed to graphene

have been established, it is fitting to want a method to calculate the charge density, σ, that is in-

duced in graphene by the adsorbed ions. Upon inspection of Eq. (2.35) (p. 42), the magnitude

of the induced charge density, |σ|, can be determined from the ratio of the magnitude of the G-

SCEEG’s short-circuit current, |Isc(t)|, to the magnitude of the rate of change of the area of over-

lap between a single droplet and the graphene electrodes, |Ȧ(t)|:

|σ| = |Isc(t)|
|Ȧ(t)|

(3.15)

Because both Isc(t) and Ȧ(t) are oscillatory, determining |σ| from their experimentally-obtained

time traces is most easily accomplished by averaging |Isc| and |Ȧ| over half a period of oscilla-

tion. Due to the difficulty in measuring Ȧ(t), however, the average of |Ȧ(t)| is estimated by di-

viding the peak-to-peak area change, Ap-p = 2α, by half the period of oscillation, T / 2 = (2 f)−1

where f is the oscillation frequency (the peak-to-peak area change occurs over half a period).

Eq. (3.15) then becomes:

|σ| =

(
2

T

∫ T
2

0

|Isc(t)| dt

)/(
2Ap-p

T

)
=

⟨
|Isc|

⟩
avg

4α f
(3.16)

Random error in the value of |σ|, introduced by the estimate
⟨
|Ȧ|
⟩
avg ≃ 4α f or by other experi-

mental factors, can be reduced by measuring
⟨
|Isc|

⟩
avg for different values of Ap-p (while keeping

f constant) and plotting the result. As evident in Eq. (3.15), |σ| is then the slope of
⟨
|Isc|

⟩
avg vs.⟨

|Ȧ|
⟩
avg ≃ 2 f Ap-p.
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3.4.1 σ vs. electrolyte

By measuring the
⟨
|Isc|

⟩
avg output of the GMONO-SCEEG as a function Ap-p, the magnitude of the

surface charge density induced in mono-layer graphene by nearly 40 different electrolyte solu-

tions was experimentally determined. The value of |σ| and the sign of the electric charge induced

in graphene for each of these solutions is listed later in this chapter in Table 3.1 (Sect. 3.4.6, p. 151).

In this section, however, a detailed discussion is provided for the trends seen in |σ| among the al-

kali chloride and sodium halide electrolytes only.

3.4.1.1 Alkali chloride and sodium halide electrolytes

The charge densities, σ, induced in graphene by 1M solutions of the different alkali chloride

and sodium halide electrolytes, as measured by using the GMONO-SCEEG device, are shown in

Fig. 3.3 (p. 136) and Fig. 3.4 (p. 137), respectively. The slopes of the average current magnitude

vs. peak-to-peak area change in part (a) of both figures were used to calculate the charge densi-

ties shown in part (b) of both according to Eq. (3.16) (p. 132). The sign of σ in the figures is the

sign of the induced charge in graphene, which is opposite the sign of the measured current. The

sign of the electric charge of the ion that is most strongly bound to the graphene is, therefore, the

same as that of the measured current as was previously discussed in Sect. 3.3 (p. 126). For ex-

ample, the measured current is negative for all the electrolytes listed in Fig. 3.3 except for RbCl.

This means that the Cl− anion in all these solutions is more strongly bound to graphene than the

alkali cation (the adsorbed Cl− anion, in turn, induces in graphene a positive image charge).

Except for CsCl, moving down the alkali metal group in periodic table, from the hydronium

(H+) to the rubidium (Rb+) cation, leads to less positive charge density in graphene. Moving

down the halogen group, however, from the fluoride (F−) to iodide (I−) anion, leads to more pos-

itive charge density. For all solutions except RbCl and NaOH, the negatively charged anion is

more strongly bound to graphene’s surface than the positively charged cation. Without any ad-
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ditional information, the trend in Fig. 3.3 (b) implies that as the radius of the cation gets larger

the density of the chloride anion near the surface increases. Similarly, the trend in Fig. 3.4 (b)

implies that as the anion’s radius gets larger its density near the graphene surface increases. As

discussed in Sect. 3.4.2 (p. 138), however, the trends are most heavily influenced by the pH of

the electrolyte solutions and any effect due to the radius of the ions is likely small in comparison.

In addition, the pH of the electrolyte solution is also thought to affect which ion, the cation or the

anion, more strongly binds to the graphene for all but a few of the solutions that were studied.

Before discussing the effect of pH, it is worth exploring how the ion’s radius might impact its

ability to adsorb to graphene even if the radius ultimately plays a minor role. Possible explana-

tions for radius-dependent contributions to the trends seen in Figs. 3.3 and 3.4 include:

1. As the radius of the bare cation increases from Li+ to Cs+ in Fig. 3.3, fewer unhydrated

cations per unit volume are able to surround and shield the Cl− anions, allowing the anions

to more easily adsorb to the graphene (due to the large uncertainty in the radius of the hy-

drated proton [84], the hydronium cation has been left out of this discussion). This is oppo-

site, however, to the trend observed in the figure. If one takes into account the cation’s hy-

drated radius, this explanation does match the observed trend because the hydrated radius

of the alkali cations decreases from Li+ to Rb+ with Rb+ and Cs+ having approximately

the same hydrated radii [85].

2. As the anion’s radius gets larger in Fig. 3.4, the anion becomes more easily polarized [86,

87], but its hydrated radius stays approximately the same [85]. With all else being equal, a

more polarizable anion would likely lead to a stronger electrostatic attraction between the

anion and the graphene.

3. Larger ions in general have hydration shells that are less compact and, as a result, are more

loosely bound [88]. The ability of larger anions to more easily shed their hydration shells
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could help explain the trend in the sodium halide data. It could also explain why the halide

anions adsorb with greater density than the Na+ cation. For all but the F− anion, which is

approximately equal to the Na+ cation in both its hydrated and unhydrated radii, the Na+

cation is smaller than its halide counterpart and thus has a more compact hydration shell

that is more difficult to shed. Furthermore, the larger the alkali cation, the better its ability

to shed its hydration shell, meaning an even greater concentration of such cations can sur-

round the Cl− anion and prevent it from adsorbing.

Again, despite the plausibility of these radius-dependent explanations, they likely only account

for a small part of the observed trends.
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Figure 3.3: Surface charge density due to alkali chloride solutions. a, Average current magnitude vs.
peak-to-peak area change (sign of the slope indicates the sign of the current). Droplet volume = 20 µL, os-
cillation frequency = 30 Hz. b, Induced charge density in graphene as a function of electrolyte. Where they are
not visible, error bars are smaller than the dimensions of the data point’s symbol.
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Figure 3.4: Surface charge density due to sodium halide solutions. a, Average current magnitude vs.
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3.4.2 σ vs. pH

As mentioned in the last section, the induced charge density in graphene appears more signifi-

cantly influenced by the pH of an electrolyte solution than it does by the radii (either hydrated or

unhydrated) of the electrolyte’s ions. This is demonstrated in a plot of the surface charge density

vs. pH for all the alkali chloride and sodium halide solutions in Fig. 3.5 (a). The surface charge

densities were taken from Figs. 3.3 (p. 136) and 3.4 (p. 137) and the pH of each droplet of so-

lution was measured using a microelectrode after each droplet was oscillated. The pH of these

solutions was not changed by acid/base titration. It is clear from the trend in this plot that the pH
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Figure 3.5: Surface charge density vs. pH. a, Induced charge density in graphene as a function of pH
for alkali chloride and sodium halide electrolytes. All concentrations are 1.0 M. b, Induced charge density in
graphene as a function of pH for 1.0 M NaCl buffered with 50 mM NaH2PO4. Where they are not visible, error
bars are smaller than the dimensions of the data point’s symbol.

appears to be the dominant factor influencing both the sign and the magnitude of the induced sur-

face charge density with the charge density decreasing linearly with increasing pH. The only sig-
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nificant outlier from this trend is the electrolyte NaI. This suggests that the I− anion’s interaction

with graphene is not as heavily influenced by pH as the interactions between graphene and the

other ions.

Fig. 3.5 (b) shows the effect of pH on induced surface charge density while controlling for

the ionic species present in the electrolyte solution. The induced surface charge density is plot-

ted vs. pH for 1.0M NaCl solutions containing 50 mM of the buffer NaH2PO4. The pH was ad-

justed by adding small volumes of either 1 M HCl or 1 M NaOH. Due to experimental limita-

tions, NaCl was the only electrolyte used to study the effect of pH in this way. As shown in the

figure the induced surface charge density deceases linearly with pH for most of the pH values.

The surface charge density induced in graphene by the solution with pH 11.4 does not agree with

this trend, however, likely because of the abrupt change in the sign of the absorbed ion (from an-

ion to cation) that occurs between pH 9 − 11.4 . Figs. 3.5 (a) and (b) both show that the pH can

change which ion is most strongly interacting with graphene. In both cases when pH < 10 the

dominant ion is the negatively charged anion and when the pH ≥ 10 the dominant ion is the posi-

tively charged cation.

The simplest explanation for the trends seen in Fig. 3.5 (p. 138) would be the protonation and

deprotonation of oxygen- or nitrogen-containing functional groups in the graphene lattice or in

the polymer contamination adsorbed to it. However, this explanation is unlikely for the following

reasons:

1. If present in graphene, most of these functional groups would exist at the edges of the lat-

tice [89]. Because the pH effect is determined by measuring a current per unit area, if these

functional groups were responsible for the effect they would have to be distributed through-

out the bulk of the graphene. Such graphene would be defective enough to show character-

istic defect signatures when subject to both Raman and X-ray photoelectron spectroscopic

analysis. As discussed in Section 2.4.3 (p. 102) and shown in Figs. 2.30 (p. 106) and 2.32
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(p. 108), the data from such analyses refutes the functional-group protonation / deprotona-

tion hypothesis.

2. The data show that for low pH solutions a positive surface charge is induced in graphene

and vice versa for high pH solutions. If the effect were a result of protonation and depro-

tonation of functional groups in either the graphene lattice or in the polymer contamina-

tion adhered to the graphene, one would expect the signs of the surface charge for low and

high pH to be reversed. This is because functional groups are protonated to a greater ex-

tent as the pH is lowered. By definition, protonation adds positive charge. This means that

if functional groups were being protonated at low pH, there would be a net accumulation

of positive charge in close proximity to the bulk of the graphene’s lattice. In response, the

graphene would become negatively charged (unless, of course, such functional groups al-

tered the charge carrier density of the graphene by doping it instead of inducing in it an im-

age charge). This, however, is the opposite of what is observed in the data. Furthermore,

poly (methyl methacrylate) (PMMA), the polymer that was used in the transfer of graphene,

does not contain any functional groups that are readily protonated or deprotonated.

3. It has been empirically shown that a room-temperature ionic liquid (RTIL), 1- ethyl -3-

methylimidazolium tetrafluoroborate (EMIMBF4), is capable of inducing a surface charge

in graphene.6 Because RTILs are not aqueous-based solutions and because the data in Fig. 3.8

were taken under an atmosphere of dry N2, the effect of hydronium and hydroxide ions was

effectively removed. The fact that surface charge is induced in graphene even in the ab-

sence of these ions is proof that, in general, protonation and deprotonation of functional

groups is not a necessary requirement for charge induction. This further undermines the

plausibility of the protonation / deprotonation argument for explaining the overall trend in
6See Fig. 3.8 (p. 148).
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the dependence of surface charge density on pH.

In contrast, a plausible hypothesis for why pH affects the induced surface charge can be found

in the unique way in which aqueous protons have been shown to interact with graphene. To date,

nothing larger than a proton has shown the ability to migrate through an intact graphene lattice [90].

Instead of inducing in graphene a negative charge, an aqueous proton, because of its ability to

pass through a graphene lattice under the influence of an applied electric potential, could become

trapped in the lattice or otherwise interact with it strongly enough to remove an electron. The

density of positive charge carriers would increase as a result and graphene would become more

positively doped.7 As the pH decreases and the concentration of protons increases, the graphene

becomes more positively doped, i.e. p-doped, in this way. The larger density of positive charge

carriers at low pH would enable anions of an electrolyte to induce a greater positive charge den-

sity in the graphene, ultimately increasing the concentration of the anions at the graphene’s sur-

face.

The modulation of the charge carrier density of a semiconductor or a semimetal, as is the case

with graphene, by surface-bound dopants is termed surface transfer doping and has been well

documented in the literature [91]. Graphene has been shown to be susceptible to surface trans-

fer doping from many different types of dopants [92]. Attempts to determine the effect of pH on

the charge carriers in graphene, however, have so far yielded mixed results with some question-

ing the significance with which surface transfer doping plays a role [72, 89, 93–97]. With the ex-

ception of Ref. [96], these studies have all employed a graphene field-effect transistor (GFET) to

measure the change in charge carrier density as a function of pH.8 The consensus appears to be

that the charge carrier density in graphene is intrinsically insensitive to pH. Edge defects and the

nature of the supporting substrate are thought to lead to graphene’s sensitivity to pH. Defective
7In fact, it was theoretically calculated in Ref. [5] that protons bind to graphene with an energy similar to that of a

covalent bond, a form of electron transfer between atoms.
8See Fig. 2.28 (p. 103) for an illustration of an experimental GFET setup.
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graphene supported by a substrate with a fixed surface charge has been shown to become more

positively doped at higher pH [89, 94, 95]. In each of these studies, however, an electrostatic gate

was used to change graphene’s charge carrier density. This was determined to cause specific ad-

sorption of ions on the graphene’s surface and was at least partially responsible for the pH sensi-

tivity. Charging of the EDL at the solution-graphene interface by the electrostatic gate was also

used to explain the pH-dependent doping effect.

Although the results in the literature seem to contradict those from the G-SCEEG, the G-SCEEG

and GFET devices function in sufficiently different ways that this alone is likely responsible for

the apparent contradiction. It is believed that in the absence of an external electric field, a sup-

porting substrate with fixed surface charge, and defects in the graphene lattice (conditions all

largely met by the G-SCEEG) aqueous protons positively dope graphene. This in turn enhances

graphene’s capacity for supporting positive surface charge density as induced by anions of an

electrolyte. The fact that the intrinsic charge carrier density of graphene (∼1012 cm−2, Fig. 2.28)

is within an order of magnitude of the charge number density induced in graphene by Cl− (∼1011

cm−2, Fig. 3.3) supports this hypothesis.
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3.4.3 σ vs. ionic strength

The effect that the concentration of the electrolyte solution has on the surface charge density is

more straightforward to interpret. Fig. 3.6 (p. 144) is a log-log plot of the magnitude of the sur-

face charge induced in graphene vs. the concentration of different NaCl solutions. For concentra-

tions < 0.1M, the magnitude of the charge density scales as the square root of the concentration

(the dashed line through the data points over this concentration range has a slope of 1/2 in the

figure). For concentrations ≥ 0.1M, however, the charge density scales weakly with concen-

tration. In this plot, however, the pH is not strictly controlled. As listed in Table 3.3 (Sect. 3.3,

p. 153), the pH is approximately the same for the solutions whose concentrations are < 0.1M

and more variable for those whose concentrations are ≥ 0.1M.

The scaling behavior of σ vs. concentration in Fig. 3.6 can be best understood by examining

Eq. (2.7) (p. 26). According to Eq. (2.7), the surface charge density, σ, is proportional to the equiv-

alent capacitance per unit area of the interface, σ ∝ c0. Because the equivalent capacitance is

equal to the reciprocal of the sum of the reciprocals of three different capacitances, it is domi-

nated by the whichever capacitance is the smallest. According to Eq. (3.12) (p. 124), the expres-

sion for the capacitance per unit area of the diffuse layer, c0,d, is proportional to the square root of

the concentration of the electrolyte, c0,d ∝ √
n0. Therefore, Fig. 3.6 suggests that for concentra-

tions < 0.1M, the smallest capacitance is that due to the diffuse layer because the charge density

scales as the square root of concentration over this concentration range (assuming that the surface

potential, Φ, remains approximately constant):

σ = c0 Φ =

(
1

c0,q
+

1

c0,s
+

1

c0,d

)−1

Φ ≃ c0,dΦ ∝
√
n0 (3.17)

As concentration increases, however, the diffuse layer capacitance increases to a point where

it is no longer the smallest. At a concentration of 0.1M, the diffuse layer capacitance is roughly
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equivalent to either the quantum capacitance or the Stern layer capacitance (or both) and no longer

dominates the equivalent capacitance. As a result, the magnitude of the surface charge density is

only weakly dependent on the concentration over this range.

3.4.4 σ vs. graphene multi-layers

In addition to the properties of the electrolyte solution, the presence of graphene multilayers also

significantly influences the induced surface charge density. Fig. 3.7 compares the average current

magnitude vs. the peak-to-peak area change for 1M solutions of NaCl and HCl as measured by

G-SCEEGs with (blue symbols) and without (black symbols) regions of multi-layer graphene.

Note that 10 − 20% of the area of the GMULTI-SCEEG’s graphene electrodes is covered in multi-

layers ranging from 2− 10 layers thick.

As evident by the slopes of the linear fits of the data points, the induced surface charge density

is almost an order of magnitude larger for graphene with multi-layers than for graphene without.

Assuming that surface transfer doping is occurring between aqueous protons and graphene, one

possible explanation for the increase in induced surface charge density could be that p-doping

caused by the protons has an additive effect in regions of graphene multi-layers. Penetration of

the protons through the basal plane of each graphene monolayer as well as lateral diffusion from

the edges of the multi-layer stacks could cause each layer in the stack to become positively doped.

This in turn would allow the multi-layer region to support a greater induced surface charge than

an individual mono-layer. Because the multi-layer G-SCEEG device has between 10 − 20% of

its area covered in multi-layer graphene of varying numbers of layers, it is difficult to quantify

the multi-layer effect from the data. G-SCEEG devices with a well defined number of graphene

layers, i.e. bi-layer, tri-layer, etc., are needed to help clarify this effect.

145



-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

Av
er

ag
e 

cu
rre

nt
 m

ag
ni

tu
de

 (µ
A)

1086420
Area change (mm2)

  Mono-layer graphene
1M NaCl
1M HCl

 
 
  Multi-layer graphene

1M NaCl
1M HCl

Figure 3.7: Surface charge density: multilayer vs. monolayer. Average current magnitude vs. peak-to-
peak area change (sign of the slope indicates the sign of the current) for mono- vs. multi-layer graphene.
Droplet volume = 20 µL, oscillation frequency = 30 Hz. Where they are not visible, error bars are smaller than
the dimensions of the data point’s symbol.

146



3.4.5 σ vs. other polar liquids

As a concluding proof-of-concept experiment that other polar liquids, including solutions con-

taining charged biomolecules, can induce a measurable surface charge density in graphene, the

average current magnitude vs. peak-to-peak area change was measured for the room-temperature

ionic liquid (RTIL) 1-ethyl-3-methyl imidazolium tetrafluoroborate (EMIMBF4) and an aqueous

solution of 4–6 kb fragments of double-stranded DNA (500 µg/µL). Fig. 3.8 shows how these

liquids compare. The black symbols represent the DNA solution and the blue symbols represent

EMIMBF4 and the GMULTI-SCEEG device was used to collect the data for both liquids.

Due to the increased viscosity of both liquids, the range of peak-to-peak area changes was smaller

than that achieved for the electrolyte solutions shown in Figs. 3.3 (p. 136) and 3.4 (p. 137). Nei-

ther liquid was sparged with He prior to being pipetted onto the G-SCEEG. This was because the

concern about dissolved CO2 affecting an aqueous solution’s pH does not apply to EMIMBF4

and because it was thought that sparging the solution of DNA could cause the DNA to fragment

further. Without first sparging the DNA solution, its pH could not be accurately known through-

out the course of the experiment and was not, therefore, measured. The DNA solution was de-

salted, i.e. the buffer solution it was stored in was replaced by deionized water, immediately be-

fore it was used in an attempt to prevent the ions of the buffer from affecting the measurement. It

is likely, however, that some of the positively-charged ions of the buffer remained bound to the

negatively charged DNA molecules during this process.

Interestingly, even in the absence of the p-doping effect caused by aqueous protons, the neg-

atively charged BF−4 anion appears to interact with graphene more strongly than the positively

charged 1-ethyl-3-methyl imidazoium cation and induced in graphene a surface charge of σ =

85± 6 nC/cm2. This is significantly less than the surface charge induced by the 1.0M electrolyte
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Figure 3.8: Surface charge density: EMIMBF4 and DNA. Average current magnitude vs. peak-to-peak
area change (sign of the slope indicates the sign of the current) for EMIMBF4 and an aqueous solution of
DNA. From the slopes in this plot the surface charge density induced in graphene by the DNA solution and
EMIMBF4 were found to be −45 ± 4 and 85 ± 6 nC/cm2, respectively. Droplet volume = 15 µL, oscillation
frequency = 30 Hz. Data taken with multi-layer G-SCEEG device. The DNA solution contained 4–6 kb frag-
ments of double-stranded DNA at a concentration of 500 µg/µL was desalted prior to use. Where they are not
visible, error bars are smaller than the dimensions of the data point’s symbol.
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solutions.9 The reduction in induced surface charge is likely due to both the increased size of the

BF−4 anion and the lack of the p-doping enhancement caused by aqueous protons.

Also of interest is the sign of the surface charge induced in graphene by the DNA solution.

DNA is negatively charged when dissolved in water and would be expected to induce in graphene

a positive charge density if it were strongly interacting with it. Surprisingly, the solution of 4–

6 kb double-stranded DNA fragments induced a surface charge of only σ = −45 ± 4 nC/cm2.

Because the DNA was desalted, it is unclear which positive ion in the solution is responsible for

inducing the negative charge density. Perhaps positively charged cations, such as the protonated

form of tris- (hydroxymethyl) -aminomethane (pKa = 8), from the original buffer solution re-

mained bound to the DNA even after desalting and give rise to the negative charge density in-

duced in graphene. Further experiments are needed to help clarify this result.
9See Table 3.4 (Sect. 3.4, p. 153).
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3.4.6 Summary of surface charge densities

In summary, the G-SCEEG can be used to determine the sign and magnitude of the surface charge

density induced in graphene by electrolyte solutions, room-temperature ionic liquids, and solu-

tions containing charged biological molecules. The factors influencing the surface charge density

induced in graphene by electrolyte solutions are: the type ionic species present, the concentration

of ions in solution, the pH of the solution, and the presence of graphene multi-layers.
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Figure 3.9: Surface charge density vs. pH for 1.0 M electrolyte solutions. Induced charge density in
graphene as a function of pH for all 1.0 M electrolyte solutions that were studied. The data, including the iden-
tities of the solutions, are listed in Table 3.1 (p. 151). Where they are not visible, error bars are smaller than
the dimensions of the data point’s symbol.

In general, surface charge density decreases linearly with pH. The influence of pH appears to
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Solution pH Sign Charge density, σ Physically Surface density, σn
(± 0.1) ( +/− ) (nC/cm2) adsorbed ion (× 1010 ions/cm2)

HCl (6.0M) −0.7 + 187 ± 4 Cl− 120 ± 3
HNO3 0.8 + 151 ± 9 [NO3]− 94 ± 6
HClO4 0.6 + 93 ± 5 [ClO4]− 58 ± 3
H3PO4 1.2 + 85 ± 1 [H2PO4]− 53 ± 1
H2SO4 0.7 + 82 ± 4 [HSO4]− / [SO4]2− 51 ± 3
HCl 1.1 + 67 ± 3 Cl− 42 ± 2

oxalic acid 1.2 + 57 ± 2 [bioxalate]− 36 ± 1
ZnCl2 6.0 + 53 ± 3 Cl− 33 ± 2

citric acid 1.1 + 49 ± 6 [C6H7O7]− 31 ± 3
LiCl 4.8 + 46 ± 3 Cl− 29 ± 2
NaI 9.7 + 37 ± 2 I− 23 ± 1
CsCl 4.9 + 36 ± 3 Cl− 23 ± 2

acetic acid 3.1 + 31 ± 2 [CH3CO2]− 19 ± 1
NH4Cl 5.1 + 27 ± 2 Cl− 17 ± 1
KCl 6.0 + 23.7 ± 0.6 Cl− 15 ± 1
NaCl 6.3 + 22 ± 3 Cl− 14 ± 2
NaBr 5.2 + 22 ± 2 Br− 14 ± 1
MgCl2 5.8 + 21 ± 3 Cl− 13 ± 2
NaSCN 7.6 + 13 ± 3 [SCN]− 8 ± 2

benzoic acid (10 mM) 3.4 + 11 ± 1 [benzoate]− 6.9 ± 0.6
Mg(NO3)2 6.1 + 8 ± 1 [NO3]− 5.0 ± 0.6
NaClO4 6.6 + 7 ± 1 [ClO4]− 4.4 ± 2
NaF 8.8 + → − 4.6 ± 0.5 F− → Na+ 2.9 ± 0.3

NaNO3 6.2 + 3 ± 1 [NO3]− 1.9 ± 0.6

KOH 14.3 − −3 ± 3 K+ 2 ± 2
NH4OH 9.5 − −5 ± 1 [NH4]+ 3.1 ± 0.6

H2O (55M) 8.7 − −5 ± 1 [H3O]+ 3.1 ± 0.6
Na2SO4 6.9 − −5 ± 1 Na+ 3.1 ± 0.6

sodium acetate 9.1 − −7 ± 1 Na+ 4.4 ± 0.6
trisodium citrate (1 mM) 8.7 − −7 ± 1 Na+ 4.4 ± 0.6

RbCl 9.9 − −9.5 ± 0.5 Rb+ 5.9 ± 0.3
CaCl2 8.5 − −10 ± 1 Ca2+ 3.2 ± 0.3

sodium oxalate (100 mM) 8.3 − −12 ± 2 Na+ 7 ± 1
MgSO4 8.8 − −13 ± 1 Mg2+ 4.1 ± 0.3
NaOH 13.6 − −27 ± 3 Na+ 17 ± 2
LiOH 12.1 − −51 ± 7 Li+ 32 ± 4
Na2CO3 11.2 − −82 ± 3 Na+ 51 ± 2

Table 3.1: Induced surface charge densities in mono-layer graphene. The sign and the density of the im-
age charge induced by different solutions in mono-layer graphene as measured by the GMONO-SCEEG. The iden-
tity of the physically adsorbed ion was deduced from the sign of the induced image charge and from the way in
which the electrolytes are known to dissociate in water. All concentrations are 1.0 M unless otherwise noted.
The symbol + → − indicates that the sign of the induced charge briefly changes from + to − during half a
period of oscillation. Solutions are listed in descending order of σ.
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dominate the effect that the species of the ion has on the induced charge density for most types of

ions studied. Exceptions include HNO3, Na2CO3, LiOH, NaOH, KOH, NaI, ZnCl2, acetic acid,

citric acid, and oxalic acid as seen in Fig. 3.9 (p. 150) and Table 3.1 (p. 151). Surface charge den-

sity was found to scale as the square root of concentration for concentrations of NaCl < 0.1M

and is roughly independent of concentration for NaCl concentrations ≥ 0.1M. This can be un-

derstood as the diffuse layer capacitance dominating the overall equivalent capacitance at low

concentrations. As listed in Table 3.4 (p. 153) the presence of graphene multi-layers has a signif-

icant effect on the surface charge density and increases the charge density by an order of magni-

tude compared to mono-layer only graphene.

Solution pH Sign Charge density, σ Physically Surface density, σn
(±0.1) ( +/− ) (nC/cm2) adsorbed ion (× 1010 ions/cm2)

1.9 + 36 ± 3 Cl− 23 ± 2
2.8 + 30 ± 3 Cl− 19 ± 2

NaCl + 5.4 + 30 ± 2 Cl− 19 ± 1
NaH2PO4 7.3 + 25 ± 3 Cl− 16 ± 2

9.3 + 22 ± 3 Cl− 14 ± 2
11.4 − −5.7 ± 0.5 Na+ 3.6 ± 0.3

Table 3.2: Induced surface charge densities vs. pH. The density and sign of charge induced by solutions of
1.0 M NaCl buffered with 50 mM NaH2PO4 in mono-layer graphene as measured by the GMONO-SCEEG. The
pH was adjusted using either 1.0 M HCl or 1.0 M NaOH. The identity of the adsorbed ion was deduced from
the sign of the induced image charge. The solutions are arranged in order of increasing pH. Data are displayed
in Fig. 3.5 (p. 138).

In addition to graphene, a symmetric SCEEG device can be used to measure the surface charge

density induced by electrolyte solutions in other electrode materials. Compared with both multi-

layer and mono-layer graphene, a larger surface charge density is induced in gold by a 1.0M

NaCl solution as measured using the Au-SCEEG. This could be due to the larger density of states

and number of charge carriers in the gold or to a stronger interaction between the gold and the

chloride anion. Unlike graphene, 1.0M HCl induces a smaller charge density in gold than 1.0M

NaCl. This could result from a small amount of surface etching of the gold by HCl.
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Solution Concentration pH Sign Charge density, σ Physically Surface density, σn
(M) (±0.1) ( +/−) (nC/cm2) adsorbed ion (× 1010 ions/cm2)
0.0010 6.6 − −3.3 ± 0.5 Na+ 2.1 ± 0.3
0.0032 6.1 + → − 5.3 ± 0.5 Cl− → Na+ 3.3 ± 0.3
0.010 6.5 + 9 ± 2 Cl− 6 ± 1
0.032 6.6 + 16 ± 1 Cl− 10 ± 1

NaCl 0.10 7.0 + 22 ± 2 Cl− 14 ± 1
0.32 5.6 + 23 ± 3 Cl− 14 ± 2
1.0 5.9 + 26 ± 3 Cl− 16 ± 2
3.1 6.3 + 35 ± 2 Cl− 22 ± 1
6.1 5.4 + 24 ± 4 Cl− 15 ± 3

Table 3.3: Induced surface charge densities vs. concentration. The density and sign of the charge induced
by NaCl solutions of different concentrations in mono-layer graphene as measured by the GMONO-SCEEG. The
identity of the adsorbed ion was deduced from the sign of the induced image charge. The symbol + → − indi-
cates that the sign briefly changes from + to − during half a period of oscillation. The solutions are arranged
in order of increasing concentration. Data are displayed in Fig. 3.6 (p. 144).

Electrode Solution Sign Charge density, σ Physically Surface density, σn
material ( +/− ) (nC/cm2) adsorbed ion (× 1010 ions/cm2)

HCl (6.0M) + 900 ± 10 Cl− 560 ± 10
HNO3 + 720 ± 20 [NO3]− 450 ± 10

Multi-layer HCl + 570 ± 10 Cl− 360 ± 10
graphene NaCl + 200 ± 10 Cl− 130 ± 10

EMIMBF4 + 85 ± 6 [BF4]− 53 ± 4
DNA − −45 ± 4 [Tris]+ 28 ± 3

Au NaCl + 430 ± 20 Cl− 270 ± 10
HCl + 190 ± 10 Cl− 120 ± 10

Table 3.4: Induced surface charge densities in other electrodes. The density and sign of the charge in-
duced by different solutions in graphene with multi-layer regions and Au as measured by the GMULTI-SCEEG
and Au-SCEEG, respectively. The identity of the adsorbed ion was deduced from the sign of the induced im-
age charge. All concentrations are 1.0 M unless otherwise noted. Solutions are listed in descending order of σ
for each device. The values in red indicate the largest charge and surface densities that were measured by a
SCEEG device in this work.
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3.5 Capacitance per unit area, c0

Not only can the G-SCEEG be used to determine the sign and magnitude of surface charge in-

duced in graphene by electrolyte solutions and other polar liquids, it can also be used to deter-

mine the capacitance per unit area of the graphene-solution interface. The capacitance is deter-

mined using the experimental setup illustrated in Fig. 2.10 (p. 61). Current vs. time is measured

as an AC voltage ramp is applied across the device. Because the voltage ramp is linearly in time,

the independent variable of time in Fig. 2.10 (b) can be substituted for voltage to create a cyclic

voltammogram as shown in Fig. 3.10. Like Fig. 2.10 (b), Fig. 3.10 shows the current response

of the multi-layer G-SCEEG device with a 15 µL droplet of 1.0M HCl as the voltage is ramped

from − 250 mV to +250 mV, and vice versa, in 5 ms, giving a ramp rate of ν = 100 V/s.10 The

data presented in Fig. 3.10 were taken under normal atmospheric conditions and without sparging

the solution with He.

Using this data the capacitance per unit area, c0, can be calculated in two ways. The first is by

fitting the model represented by Eq. (2.73) (p. 63) to the current transient that is generated by the

applied voltage ramp. The value of the variable C that gives the best fit of Eq. (2.73) to the cur-

rent vs. time data of Fig. 2.10 (b) is the capacitance of the interface between the droplet and a

single graphene electrode. Dividing C by the area of overlap between the droplet and the elec-

trode gives c0. Because the rate of the voltage ramp, ν, the faradaic resistance, RF, and the so-

lution’s resistance, RS where R = 2RG + RS, are explicitly treated in Eq. (2.73), this way of

calculating c0 is valid regardless of the voltage ramp rate that is used.
10As mentioned in Chapter 2, Sect. 2.3.3 (p. 60), such a fast ramp rate over a narrow potential range was used in

order to capture the current resulting from capacitative charging without subsequently causing electrochemical reac-
tions to occur between the graphene and the electrolyte. However, in normal applications of cyclic voltammetry, the
ramp rate is made slow enough (1–100 mV/s), and the potential range is made large enough, to avoid measuring the
capacitive current while still retaining the ability to measure the current resulting from the electrochemical reactions
of interest [59, 70]. On the other hand, if the ramp rate is too fast, the ions do not have sufficient time to diffuse to
the electrode-solution interface, ultimately causing this technique to underestimate the interfacial capacitance [98].
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Figure 3.10: Cyclic voltammogram. Cyclic voltammogram of a 15 µL droplet of 1.0 M HCl taken using the
GMULTI-SCEEG device. Arrows indicate the direction of the voltage sweep. Voltage ramp rate, ν = 100 V/s.
Data was taken from Fig. 2.10 (p. 61).
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The second way is by determining the average charge per unit surface area, ⟨σ⟩avg, that accu-

mulates at the electrode’s surface during one cycle of an applied AC voltage ramp. This is done

by integrating the magnitude of the current, I(t), over the period, T , of the cycle and then divid-

ing by both the area of overlap, A, between the droplet and one of the graphene electrodes (as-

suming the droplet overlaps each graphene electrode with equal area). This is equivalent to inte-

grating the current, I(V ), in the cyclic voltammogram of Fig. 3.10 over the full cycle of the volt-

age ramp and then dividing by both the voltage ramp rate, ν, and the overlap area, A [98]:

⟨σ⟩avg =
1

2A

∫ T

0

|I(t)| dt = 1

2Aν

∮
I(V ) dV (3.18)

The factor of 1/2 in Eq. (3.18) accounts for the fact that although the average over a complete

cycle is being calculated, σ is determined from the current over only one-half of the cycle. This

serves to eliminate most of the error due to faradaic current [70]. The capacitance per unit area

is then estimated by dividing ⟨σ⟩avg by the total charge by the peak-to-peak voltage of the ramp,

Vp-p:

c0 =
⟨σ⟩avg
Vp-p

(3.19)

In order to ensure that the external potential is applied predominately over the interfacial capac-

itor and that the faradaic current is minimized, the rate of the voltage ramp should be selected

such that the resulting capacitive impedance is much greater than the resistance of the solution

but much less than the faradaic resistance. For the most accurate results using this method, how-

ever, ⟨|I|⟩avg should be measured for several values of ν and c0 determined from the slope of

⟨|I|⟩avg vs. ν [70].

In both of the ways for determining c0 that are outlined above, c0 is assumed to be independent

of the applied potential. As seen in the expressions for the diffuse layer (Eq. (3.12), p. 124) and

quantum (Eq. (3.14), p. 125) capacitances, however, this is only strictly valid when the potential
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drops across these capacitors are much less than the thermal voltage (≃ 26 mV at T = 300 K).

Because their potentials drops are likely much larger than the thermal voltage, this assumption

introduces a source of error in c0. Based on the quality of the fit in Fig. 2.10 (b), this error seems

to be small.

Table 3.5 summarizes the capacitances per unit area of different electrolytes on graphene as

measured using the multi-layer G-SCEEG. The capacitances were determined by fitting Eq. (2.73)

(p. 63) to I(t), as shown in Fig. 2.10 (p. 61), and by then dividing the result by the area of over-

lap between the droplet and an individual graphene sheet. Note that the value reported here for

the capacitance of 1.0M NaF on graphene (≃ 10 nF/mm2) is approximately an order of magni-

tude less than that which was reported in the literature for 1 mM NaF on graphene using a nor-

mal hydrogen reference electrode (≃ 50–100 nF/mm2) [81]. This discrepancy could be due to

differences in the way in which the two capacitances were measured. In further work, electro-

chemical impedance spectroscopy could be used to resolve this discrepancy as it provides the

most accurate measurement of the interfacial capacitance over a wide range of experimental con-

ditions [70].
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Electrode Concentration Solution Capacitance, c0
material (M) (nF/mm2)

6.0 HCl 13 ± 1
1.0 acetic acid 12 ± 1
1.0 HCl 10 ± 1
1.0 NaF 10 ± 1
1.0 ZnCl2 9.3 ± 0.9
1.0 LiCl 9 ± 1
1.0 KCl 9 ± 1
1.0 NaBr 9 ± 1

Multi-layer 0.0010 trisodium citrate 9 ± 1
graphene 1.0 NaI 8.8 ± 0.9

1.0 MgCl2 8.8 ± 0.9
0.10 NaCl 8.8 ± 0.9
1.0 NaCl 8.7 ± 0.9
1.0 RbCl 8.5 ± 0.9
1.0 CaCl2 8.5 ± 0.9
6.1 NaCl 8.3 ± 0.8
1.0 CsCl 8.3 ± 0.9

0.010 NaCl 7.2 ± 0.8
0.0010 NaCl 6.8 ± 0.7

55 H2O 1.7 ± 0.2

Table 3.5: Capacitances per unit area. The capacitance per unit area of the electrolyte-graphene inter-
face for different electrolyte solutions on graphene containing multi-layer regions. The experimental setup that
was used is illustrated in Fig. 2.10 (p. 61). The capacitances were calculated by fitting the data to Eq. (2.73)
(p. 63). The voltage ramp rate that was used was ν = 100 V/s. Solutions are arranged in order of decreasing
capacitance.
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3.6 Surface potential, Φ, and effective surface binding energy per ion, EB

Because one can measure both the surface charge density, σ, induced in graphene by an elec-

trolyte solution and the capacitance per unit area, c0, of the graphene-solution interface using

the G-SCEEG, one is then able to determine the surface potential, Φ, across the interface using

Eq. (2.7) (p. 26), i.e. Φ = σ /c0.

Furthermore, if one makes the simplification of treating the entire interface as a parallel-plate

capacitor and assumes each unit of charge, e, induced in graphene is effectively due to a single

adsorbed ion, i.e. σ = eN/A where N is the number of ions and A the area of overlap, one

can calculate an effective surface binding energy per ion, EB = W /N . Starting with Eq. (2.1)

(p. 25) for the energy,W , stored in a parallel-plate capacitor and dividing by N = σ A / e, the

expression for EB is:

EB =
W

N
=

1

2

σ e

c0
(3.20)

Note that the form of Eq. (3.20) ignores the fact that the quantum and diffuse layer capacitances

of the interface are defined differentially. Because of this, Eq. (3.20) is only strictly accurate if

the capacitance of the Stern layer (the only capacitance that is like that of a parallel-plate capaci-

tor) dominates the equivalent interfacial capacitance, something it can do only if it is significantly

smaller than both the quantum and diffuse layer capacitances. The equation is used here only as a

means to approximate the effective binding energy per ion because the relative magnitudes of the

quantum, diffuse layer, and Stern layer capacitances are unknown.

Table 3.6 below lists values of Φ and EB for several different electrolyte solutions when they

are in contact with graphene electrodes containing regions of multi-layers. For each of these so-

lutions, EB represents the effective surface binding energy per Cl− anion as it was previously de-

termined that Cl− is responsible for the the charge that is induced by each.

Comparing the values of Φ in Table 3.6 to the measured values of the surface potential at the
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Electrode Concentration Solution Surface potential, Φ Cl− binding energy, EB
material (M) (mV) (meV/ion)

Multi-layer 6.0 HCl 690 ± 50 350 ± 30
graphene 1.0 HCl 570 ± 60 290 ± 30

1.0 NaCl 230 ± 30 110 ± 10

Table 3.6: Surface potential and binding energy per Cl− ion. The surface potential across the interface
and the effective surface binding energy per chloride ion, Cl−, for different electrolyte solutions on graphene
containing multi-layer regions.

interface between air and an electrolyte solution from Ref. [99], one finds that they are of the

same order of magnitude (230−690 mV vs. 70−200 mV).11 They are also comparable to the zeta

(ζ) potential, i.e. the potential difference between the bulk of an electrolyte solution and the hy-

drodynamic slip plane near that solution’s interface with a solid surface, that was measured above

glass and polydimethylsiloxane (66− 110 mV) in Ref. [100].

The values of EB, however, are approximately an order of magnitude smaller than those calcu-

lated by Yin et al. (Ref. [7]) using density functional theory (0.11 − 0.35 eV vs. ≃ 1 eV). Ad-

ditionally, it is important to note that the sign of the values of EB, i.e. + and − signify attraction

and repulsion, respectively, in Table 3.6 only agrees with that of Yin et al.’s calculation when the

calculation explicitly includes chemically adsorbed hydronium ions.
11Note that the surface potentials in Ref. [99] were measured using an ionizing electrode.
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3.7 Chapter summary

1. Upon exposure of graphene to an electrolyte solution, an electric double layer of ions forms

at the interface and extends out into the bulk of the solution as described by the modified

Gouy-Chapman model.

2. The short-circuit current generated by the G-SCEEG can be used to determine the surface

charge density induced in graphene by the hydrated ions of an electrolyte solution. The G-

SCEEG, when subject to an external potential, can also be used to measure the capacitance

per unit area of the capacitor that forms at the graphene-solution interface. The identity of

adsorbed ion can be deduced from the sign of the short-circuit current.

3. The surface charge density is influenced by the species of the ion, the pH and ionic strength

of the solution, and the presence of graphene multi-layers. The pH of the solution seems to

be the most dominant factor, likely due to surface transfer doping between aqueous protons

and graphene. The Cl− anion in 6.0M HCl induces the greatest surface charge density in

both mono-layer graphene and graphene with regions of multi-layers.

4. The surface potential across the graphene-solution interface and the effective surface bind-

ing energy of ions adsorbed on graphene can both be calculated from the experimentally-

determined values for the surface charge density and the capacitance per unit area.
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... The mountains are dead stone, the people

Admire or hate their stature, their insolent quietness,

The mountains are not softened nor troubled

And a few dead men’s thoughts have the same temper.

– Robinson Jeffers

4
Suspended, large-grain graphene

4.1 Chapter overview

This chapter details the fabrication and analysis of free-standing membranes of monocrystalline

graphene. Despite being the strongest material ever measured [30], large areas of freestanding

graphene are still fragile and difficult to manipulate because its atomic thinness and its inherent

lattice defects leave it vulnerable to macroscopic tearing and rupturing. Additionally, although

graphene is very rigid on a molecular scale, it becomes increasingly more pliable on length scales

greater than a micron and is prone to folding and rolling up upon itself [101]. For these reasons
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creating areas of freestanding graphene that are large enough to be experimentally accessible is a

formidable challenge and is why graphene has commonly been studied while being placed upon

another material. Such supporting substrates can reduce graphene’s charge carrier mobility and

dope it [102, 103]. They also preclude its use as a membrane for encasing, separating, or filter-

ing different chemical species. Specifically, these membranes are becoming important as support

films for transmission electron microscopy [104–106], as starting material for patterning various

microscopic mechanical devices [107], and as ion-selective membranes for future filtration appli-

cations [108–110].

The difficulty involved in creating freestanding graphene has been well documented in the

literature. Many previous studies have claimed varying degrees of success in suspending small

areas (< 80 µm2) of graphene [14, 30, 102, 111–113], whereas notably fewer studies have had

success in suspending graphene over larger areas [104, 106, 114–116]. More difficult still has

been the creation of large areas of freestanding graphene by transferring chemical vapor deposi-

tion (CVD)-grown graphene from the catalytic surface on which it is grown to a supporting sub-

strate containing pits, trenches, or apertures [111, 114]. Most of this prior work has been limited

by the use of either small areas (100 µm2) of mechanically exfoliated monocrystalline graphene,

or small grain sizes (80 µm2) of polycrystalline CVD graphene. The choice of using either me-

chanically exfoliated or CVD graphene for creating suspended membranes plays an important

role in the success and the ease of the fabrication process. Mechanically exfoliated graphene is

attractive because it is less defective, and is hence less prone to tearing while unsupported, than

CVD graphene. Its lack of defects and grain boundaries also ensures that its physical properties

are relatively unperturbed. However, only small areas up to 100 µm2 of exfoliated graphene are

routinely attainable. This limits the total achievable freestanding area as well as prevents paral-

lel and scalable membrane fabrication [117]. On the other hand, large areas of CVD graphene are

usually polycrystalline and the prevalence of grain boundaries and the common need for harsh
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post-synthesis transfer processes tend to weaken, and to eventually rupture, suspended mem-

branes during the transfer [113]. The grain-boundary and transfer-induced defects also degrade

graphene’s unique electrical and thermal properties in freestanding membranes that do survive.

In this work, I, with help from T. Zhou, improved the probability and scalability of success-

fully suspending pristine mono- and multi-layer graphene on an insulating substrate and estab-

lished the largest achievable freestanding area. We accomplished this by greatly reducing grain-

boundary defects in CVD graphene and by optimizing commonly used wet and dry transfer meth-

ods. Based on recent advances in CVD graphene [118–120], I developed an improved CVD recipe

for synthesizing continuous sheets (2×7 cm2) of large grains (1 mm average diameter) of mono-

and multi-layer graphene. With this advance we demonstrated that membranes can be suspended

over arrays of apertures 5-30 µm in diameter (20–700 µm2) in an insulating SiO2/Si3N4 sup-

port substrate. We also demonstrated that optimized wet and dry transfer methods can be used to

create suspended-graphene membranes with a similar area-dependent probability of success be-

tween 1–60%. We used optical microscopy, scanning electron microscopy (SEM), Raman spec-

troscopy, and electron diffraction (ED) to determine the presence and quality of the suspended

graphene. Furthermore, because the large-grain CVD synthesis recipe I developed results in the

formation of areas containing multi-layer graphene crystals, we also showed that individual crys-

tals of bi- and tri-layer graphene can be successfully suspended over SiO2/Si3N4 apertures up to

30 µm in diameter.

The 700 µm2 areas of freestanding, pristine mono- and multi-layer graphene described be-

low represent the current upper bound for suspended-graphene membranes formed by transfer-

ring graphene to an insulating substrate. This is of interest because large areas of freestanding

graphene on insulating substrates are especially well suited for electromechanical resonator ap-

plications where electrically-isolated, freestanding graphene is essential and where investiga-

tors have shown that the resonance frequency and the quality factor of the graphene resonator
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scale with the resonator’s area [114, 121]. Graphene filtration and desalination devices made

from arrays of freestanding membranes will also benefit from larger suspended areas of pris-

tine graphene that are supported by electrochemically-inert substrates because the flux through

such devices depends on both the number of defects in and the overall area of freestanding mem-

branes [108, 109, 122]. Large-area, freestanding graphene membranes on insulating supports will

also contribute to studies of graphene electrochemistry.
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4.2 Fabrication and characterization of suspended membranes

Fabrication of suspended-graphene membranes begins with the synthesis of continuous sheets

of large-grain, polycrystalline graphene grown on 25-µm thick copper foils using a home-built

low-pressure CVD system (see Section A.1 in Appendix A for a complete description). The sup-

porting, silicon-based substrate was fabricated by T. Zhou by creating 9×12 arrays of circular

apertures in a 4 in. silicon wafer with a 300-nm thick capping layer of low-stress Si3N4. Each ar-

ray was designed such that all 108 apertures are of identical diameter (either 5, 10, 20, 30 or 50

µm). Standard photolithography, reactive ion etch (RIE), and KOH silicon etch protocols were

used to first create square, freestanding Si3N4 membranes and then to create circular apertures in

those membranes. Finally, a 300-nm thick layer of SiO2 was deposited on top of the Si3N4. SiO2

was added to promote graphene adhesion [123] and to allow for the visualization of graphene on

the substrate.

Multiple suspended-graphene membranes were created in parallel by transferring a 1×1.5 cm2

section of graphene from Cu foil to a single 9×12 array of identically-sized apertures in the sub-

strate. In order to assess the effect of the transfer method on the suspension yield, as well as to

enhance the applicability of the fabrication methods, wet and dry graphene transfer methods were

each separately developed and optimized. The wet transfer method that was developed is simi-

lar to one previously described [14] but was modified to contain three, 30 min. liquid CO2-flush

cycles during the critical point drying (CPD) step to more slowly and more gently reduce the sur-

face tension across the suspended-graphene membranes after their MMA-polymer support layer

had been removed (see Section A.2 in Appendix A for a complete description). The dry transfer

method that was developed is similar to the method described by Suk et al [111]. It was deliber-

ately modified, however, to improve graphene adhesion to the substrate by reducing the thickness

of the PMMA-polymer support layer and by softening the PMMA layer using an acetone vapor
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humidor prior to thermal PMMA removal. The method of Suk et al. was further modified by

using ethanol to reduce the surface tension on the PMMA-supported graphene caused by resid-

ual H2O that remained from the final rinsing step. This modification allows for a larger area of

graphene to be transferred to the target substrate per transfer attempt by reducing surface tension-

induced tearing of the PMMA-supported graphene (see Section A.2 in Appendix A for a com-

plete description). The dry transfer method is of interest because it allows graphene to be trans-

ferred to hydrophobic substrates, to substrates that chemically react with H2O, and to substrates

containing wells or cavities without trapping pockets of H2O.

Results from optical microscopy, SEM, and Raman spectroscopy analysis of successfully sus-

pended graphene are shown in Fig. 4.1 (p. 168). Fig. 4.1 (a) is a grayscale optical image of graphene

suspended over a 30-µm aperture using the wet transfer method. Inside the aperture, the lack of

contrast indicates the suspended area is free of tears, particles, large areas of residual polymer

contamination, and multiple graphene layers. A single Raman spectrum taken at the center of the

aperture is shown in Fig. 4.1 (b). All Raman data were taken with laser excitation photon energy

of 2.33 eV at 8 mW and a laser spot size of 1-2 µm. The shape, spectral position, and relative in-

tensity of the G and G’ peaks indicate that the graphene is monolayer. The D peak is nearly ab-

sent, confirming that the graphene is pristine with very few defects. For further confirmation of

the uniformity of monolayer graphene over the entire aperture, a Raman area scan was taken.

Fig. 4.1 (c) shows the resulting map of the Raman shift of the G’ peak. Inside the aperture the

Raman shift is fairly constant and is centered at 2665 cm−1. Outside the aperture, the presence of

the supporting SiO2/Si3N4 substrate causes the G’ peak to mostly blue shift to 2675–2680 cm−1,

although small regions of red shifting are also observed. These results are typical for most of the

membranes that were made.

In addition to the suspended-graphene membranes being uniform, it is assumed that they are

very likely mono-crystalline because the area of the average graphene crystal in the polycrys-
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Figure 4.1: Optical, Raman, SEM, and electron diffraction (ED) analysis of suspended-graphene
membranes. a, Grayscale optical microscope image of freestanding, mono-layer graphene over a 30-µm diam-
eter aperture (scale bar: 10 µm). b, Spatial Raman map of the same graphene membrane showing the Raman
shift of the G’ peak over the entire 30-µm aperture (scale bar: 10 µm). c, Raman point spectrum taken at the
center of the 30-µm aperture. d, ED pattern of a 10-µm diameter suspended mono-layer graphene membrane
recorded using a 5-µm spot size (200 kV). e, SEM image of a 10-µm diameter suspended-graphene membrane
bisected by the edge of a bi-layer graphene crystal. 1-L and 2-L denote the graphene layer number (scale bar: 3
µm). f, Spatial Raman map of the bisected membrane highlighting the difference between the G’ peak Raman
shift of the mono-layer and bi-layer regions (scale bar: 3 µm). For the Raman data, laser excitation photon en-
ergy = 2.33 eV at 8 mW and laser spot size = 1–2 µm.
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talline sheet is at least 103 times larger than the area of the largest aperture. This assumption was

confirmed using electron diffraction (ED). Fig. 4.1 (d) shows the electron diffraction pattern of

monolayer graphene suspended over a 10-µm aperture. The diffraction pattern was taken at low

magnification with a 5-µm diameter beam spot size and an acceleration voltage of 200 kV. The

diffraction pattern indicates that the suspended graphene is indeed mono-crystalline because only

one set of hexagonal spots with constant intensity is observed. Additionally, it shows that the

graphene is pristine because the spots are clearly defined with only a very small amount of amor-

phous diffraction from contaminants and adsorbates. This is in contrast to the data presented by

Zhou et al [118]. As part of their CVD graphene synthesis work, they demonstrated single crys-

tals of graphene over many 100×100 µm2 windows in an amorphous carbon film TEM grid.

While no description is provided for how the graphene was transferred to the grid or whether the

graphene is truly freestanding, the amorphous diffraction in the electron diffraction patterns and

the areas of dark contrast in the bright-field TEM images they provide suggest that the graphene

is in contact with either the amorphous carbon film on the grid or a separate amorphous film such

as a polymer resist. One or both of these films is likely helping to support the graphene crystal.

During the course of this work, T. Zhou attempted to suspend pristine mono-crystalline graphene

over many 90×90 µm2 windows in a molybdenum TEM grid using the optimized wet transfer

technique, but all suspended areas ruptured after the removal of the polymer support layer and

the subsequent CPD step.

With the CVD synthesis protocol I developed I was also capable of forming regions of multi-

layer graphene, which allowed for the fabrication of suspended multilayer graphene membranes.

The ability to synthesize multilayer graphene crystals is advantageous because it eliminates both

the need to transfer monolayer graphene multiple times to form multilayers and the contamina-

tion and defects that multiple transfers produce. The size of the multilayer grains (50–200 µm)

as well as the contrast difference on SiO2 between areas with differing numbers of graphene lay-
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ers allowed for facile identification of the layer number (up to 5–6 layers) using either optical mi-

croscopy or SEM. An example of a 10 µm aperture spanned by both mono- and bi-layer graphene

is provided in the SEM image of Fig. 4.1 (e). This membrane was created using the dry trans-

fer method and the number of layers has been labeled as 1-L and 2-L. Fig. 4.1 (e) shows that the

aperture is bisected by the edge of a bilayer graphene crystal with the left half consisting of mono-

layer graphene and the right half of bilayer graphene. The lack of particles and residual contam-

ination helps confirm that the membrane is pristine. The line in the lower portion of the bilayer

region is likely the result of a fold in the membrane. In the Raman map of Fig. 4.1 (f), which

plots the Raman shift of the G’ peak over the entire bisected aperture, a clear blue shift is seen

when moving from the left mono-layer region (2665 cm−1) to the right bi-layer region (2675–

2680 cm−1) as is expected [69, 124].
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4.3 Yield of suspended membranes

Fig. 4.2 (p. 172) shows a plot of the suspension yield for the wet transfer method as a function

of aperture diameter. graphene suspension was attempted over arrays of circular apertures with

diameters of 5, 10, 20, 30, and 50 µm. As previously mentioned, graphene was transferred to a

single 9×12 array of apertures at a time and all apertures in a given array had the same diame-

ter. A yield, i.e. a probability of success expressed as a percent, was calculated for each array of

apertures to which graphene was transferred. This was done by dividing the number of apertures

that contained an intact freestanding graphene membrane after the polymer support layer had

been removed by the total number of apertures that were initially covered by polymer-supported

graphene. Because polymer-supported graphene is fairly resistant to tearing and can be suspended

over areas of several square centimeters, we only observed tearing and rupturing of suspended-

graphene membranes after the removal of this support layer. The total number of suspensions at-

tempted in parallel per graphene transfer was typically between 95-105 due to some difficulty in

initially covering all 108 apertures. Both optical microscopy and Raman spectroscopy were used

to verify the presence and layer number of suspended graphene over each aperture. Because 10–

20% of the area of the continuous graphene sheets on Cu contain multilayer crystals, we make

a distinction between total suspension yield, i.e. the total number of apertures with either sus-

pended mono- or multi-layer graphene, and mono-layer suspension yield, i.e. the total number

of apertures with only monolayer graphene. Total suspension yield decreases from 62% for 5-µm

diameter apertures to 13% for 30-µm apertures. We attempted suspending graphene over 50-µm

apertures using this method, but we were unsuccessful. It is apparent from these yield data that as

aperture diameter increases, the percentage of the total suspended-graphene membranes that are

multi-layer tends to also increase. Despite variations in the amount of multi-layer areas between

each piece of graphene transferred, this trend suggests that multi-layer membranes are more read-
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ily suspended over larger apertures than are monolayer membranes. It is important to note that

the CPD step is critical for the success of the wet transfer method. The total yield for 10-µm di-

ameter apertures decreases from 44% to 7% if this step is omitted.
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Figure 4.2: Suspended-graphene fabrication yield for the wet transfer method as a function of aper-
ture diameter. Each red dot represents the total suspension yield (mono-layer + multi-layer graphene mem-
branes) for a single array of 108 apertures, whereas each blue dot represents only the monolayer membrane
yield for the same array. The red and blue dashed lines represent decaying exponential functions that have been
fitted to the total and mono-layer yield data, respectively. Error bars depict standard deviations that were cal-
culated by assuming that each aperture of an array represents an identical and independent attempt at forming
a graphene membrane and that the probability of successfully suspending multiple membranes in parallel follows
a binomial distribution.

Due to the relative complexity of the dry transfer method, it was used only to suspend graphene

over 10- and 30-µm diameter apertures. The total suspension yield for the dry transfer method
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for 10- and 30-µm apertures was 33% (15/46) and 1% (1/93), respectively, whereas the mono-

layer suspension yield was 28% (13/46) and 1% (1/93), respectively. Reducing the PMMA thick-

ness and adding an acetone vapor PMMA softening step were determined to be crucial for suc-

cessfully suspending graphene using this method, as graphene adhesion to the substrate was very

poor otherwise (see Experimental section). Although both wet and dry transfer methods gave

somewhat similar yields for 10-µm apertures (44% for the wet transfer vs. 33% for the dry trans-

fer), the wet transfer yield was more than an order of magnitude greater than the dry transfer yield

for 30-µm apertures (13% vs. 1%).

Overall, the wet transfer method produced consistently higher yields and was easier to imple-

ment than the dry transfer method. The results show that key steps in each of the transfer pro-

cesses can greatly affect the yield of suspended-graphene membranes, but that membranes can

nevertheless be successfully fabricated using either method. The intrinsic strength of large grain,

mono-crystalline graphene is likely a major reason for this robustness. Comparing our data to

the data reported by Suk et al. [111], we found that our yield for 5-µm diameter apertures (62%)

was more than double their best yield for 5.1-µm diameter wells (26%) and that our yield for 30-

µm apertures (13%) was similar to their best for 7.3-µm wells (13%). The reduction of grain-

boundary defects and the optimization of the graphene transfer methods were likely responsible

for this improvement. Although we only attempted to form freestanding graphene membranes

over circular apertures in SiO2/Si3N4, apertures of different geometries will likely reduce suspen-

sion yields because of the decreased axial symmetry of non-circular geometries.

173



4.4 Raman analysis of multi-layer suspended membranes

Despite the presence of some multi-layer grains containing > 7 layers in the polycrystalline graphene

sheets, we observed suspended multi-layer graphene membranes with only bi- and tri-layers.

Fig. 4.3 (a) shows a typical grayscale optical microscope image of a tri-layer region of graphene

that is completely spanning a 10-µm aperture (the number of layers has again been labeled as 1-

L, 2-L, etc.). A comparison of the Raman point spectra of suspended mono-, bi-, and tri-layer

graphene over separate 10-µm apertures is given in Fig. 4.3 (b). Traces labeled as ”bi-layer a”

and ”bi-layer b” represent Raman spectra that were observed for two different and distinct bi-

layer membranes. The differences in the bi-layer spectra are likely caused by differences in the

stacking order of the bi-layers, as CVD grown graphene often produces bi-layers that are ran-

domly rotationally disordered [125, 126]. The changes in the G and G’ bands for the different

graphene types are explicitly shown in Fig. 4.3 (c) and (d), respectively. As expected, the en-

ergy and width of the G band change only slightly for the different types of multi-layers, with bi-

layer b displaying the largest red shift compared to mono-layer graphene. The G’ band, however,

shows appreciable blue shifting and a slight peak narrowing, except in the case of the bilayer b

trace which exhibits a broadening of the G’ band.

To demonstrate the significance of the change in the G’ band energy in identifying multilayer

graphene, density histograms of the distribution of the G’ band energy over the suspended graphene

area for mono-layer, bi-layer a, bi-layer b, and tri-layer membranes are plotted in Fig. 4.4 (a).

Each histogram represents data from an individual 10-µm membrane and each has been fitted

with a normal distribution. To exclude changes caused by the surrounding SiO2/Si3N4 substrate,

the histograms include only those scan points that are within a 4-µm radius of the center of the

aperture. A clear separation is seen between the distributions for the mono-layer and the multi-

layer graphene membranes (∆ω = 13–30 cm−1), which allows mono-layer graphene to be readily
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Figure 4.3: Suspended multi-layer graphene membranes and Raman analysis. a, Grayscale optical mi-
croscope image of tri-layer graphene suspended over a 10-µm aperture. 1-L, 2-L, and 3-L denote the graphene
layer number. b, Comparison of Raman point spectra for suspended mono-, bi-, and tri-layer graphene. Bi-layer
a and bi-layer b are two separate and distinct bi-layer membranes, likely exhibiting differing degrees of inter-
layer rotational misalignment. The relative changes in the G and G’ bands as a function of graphene type are
emphasized in (c) and (d), respectively. For the Raman data, laser excitation photon energy = 2.33 eV at 8
mW and laser spot size = 1–2 µm.
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distinguished from multi-layer graphene. Because the magnitude of the G’ blue shift for multi-

layer graphene depends on both the layer number and on the relative stacking orientation be-

tween the individual mono-layers, however, neither the layer number nor the stacking orientation

can be determined by the shift alone [69].

In addition to the change in energy of the G’ band, the shape of the band also provides infor-

mation regarding the stacking order of multi-layer graphene [124]. Fig. 4.4 (b) gives the results

of a Lorentz distribution fit to the G’ band for (i) monolayer, (ii) bi-layer a, (iii) bi-layer b, and

(iv) tri-layer membranes. All the traces were best fitted with a single Lorentzian peak, except for

the bi-layer b trace, which was fitted with two Lorentzian peaks. For each of these multi-layer

membranes, this demonstrates that the multi-layer graphene exhibits rotational misalignment be-

tween its individual mono-layers [69,127]. All of the suspended multi-layer graphene membranes

that we examined showed this inter-layer rotational misalignment. Taken together, the shape of

the G’ peak, the change in energy of the G’ band, and the optical micrographs allowed us to iden-

tify the number of graphene layers present in each membrane as well as to classify the rotational

order between the layers of multi-layer membranes.
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Figure 4.4: Further Raman analysis of suspended-graphene membranes. a, Density histograms of the
distribution of the G’ Raman shift over the suspended region for different graphene membranes. A normal dis-
tribution has been fitted to each histogram. b, G’ peak shape for different suspended-graphene membranes:
mono-layer (i), two different bi-layer (ii) and (iii), and tri-layer (iv) membranes. Black traces show the fitting
of one [(i), (ii), and (iv)] and two (iii) Lorentz distributions to the data. These fits suggest that the multi-layer
membranes exhibit inter-layer rotational misalignment. For the Raman data, laser excitation photon energy =
2.33 eV at 8 mW and laser spot size = 1–2 µm.
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4.5 Chapter summary

In summary, we were able to demonstrate that the probability and scalability of creating pristine,

freestanding mono- and multi-layer graphene membranes on an insulating substrate can be signif-

icantly enhanced as a result of an advanced CVD synthesis recipe and the optimization of com-

mon transfer methods. Optical microscopy, SEM, Raman spectroscopy, and ED characterizations

of the suspended membranes prove their continuous and pristine nature. The fact that both wet

and dry graphene transfer methods can be used to successfully suspend graphene with roughly

similar yields improves the applicability and throughput of these methods and reduces the overall

difficulty involved in membrane fabrication.

Although freestanding-graphene membranes as large as 700-8,000 µm2 in area have been pre-

viously reported [104, 106, 114–116], these membranes have largely been limited to metallic sup-

port substrates that restrict the utilization of graphene’s superior electrical properties and prevent

the use of the membranes in environments that are incompatible with most metals, such as aque-

ous electrolyte solutions. Similarly, prior work describing large-area freestanding graphene on

non-metallic support substrates has been limited by low yields, grain-boundary defects, and harsh

fabrication conditions that chemically modify graphene [106, 114]. To my knowledge this work

describes the largest suspended areas of pristine single crystals of intact and chemically unmodi-

fied, mono- and multi-layer graphene on insulating substrates yet reported. This work will be es-

pecially beneficial for using graphene as an electromechanical resonator, an electron microscopy

support film, an electrochemical trans-electrode, and a desalination filtration membrane.
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There are no lines in nature, only areas of color, one against

another.

Edouard Manet

5
Trapping and repelling DNA

5.1 Chapter overview

Results from preliminary experiments aimed at electrostatically trapping DNA on, repelling DNA

off, and moving DNA along graphene are provided in this chapter. As previously stated in Chap-

ter 1, the goal was to overcome several limitations of using graphene nanopores for DNA se-

quencing, namely to reduce both the magnitude of and the thermally-induced fluctuations in the

velocity of DNA as it translocates a graphene nanopore and to find a way to ratchet DNA through

the pore a single nucleotide at a time.
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5.2 Trapping DNA on and repelling DNA from graphene

The device used as a DNA trap is shown in Fig. 5.1. To make the device, a 1×1 cm piece of stan-

dard, CVD-grown graphene was transferred, using the wet transfer method, to a borosilicate-

glass microscope coverslip such that it overlapped the Ti/Au (5/100 nm thick) metal contacts

that had been evaporated on the glass’ surface. Oxygen plasma was used to etch away an area of

graphene from one Au contact. Silver paste was used to connect the metal contacts to an external

power supply. A microfluidic channel (length = 2 mm, width = 50 µm, depth = 100 µm) made

from polydimethylsiloxane (PDMS) was placed across the device such that it overlapped both Au

contacts and the graphene.

The device was placed on an inverted spinning-disk confocal fluorescence microscope with an

electron-multiplying charge-coupled device (EM-CCD) camera. To better visualize the edge of

the graphene and the DNA a TE buffer solution, i.e 10 mM Tris and 1 mM EDTA at pH 7.5, con-

taining diluted (1:1000) YOYO-1 dye was added to the channel. Due to quenching of the dye by

the graphene, the graphene appeared dark when observed through the fluorescence microscope

whereas the bare glass appeared bright.

Molecules of fluorescently-labelled single-stranded DNA (5.3 kb) were added to the solution

on the side of the channel without graphene. The DNA was specifically labeled with the fluores-

cent dye AlexaFluor 488 by covalently bonding it to guanosine residues. The DNA was slowly

driven into the microfluidic channel using hydrostatic pressure. Once the DNA reached the edge

of the graphene, the graphene was biased to +5 V relative to the buffer solution for 60 s. This

created what appeared to be an electroosmotic flow in the solution and trapped the negatively

charged DNA molecules on the graphene’s surface. To repel the DNA, the graphene was biased

to -5 V for 60 s. Micrographs in Fig. 5.2 show the results of the experiment. Part (a) is the edge

of the graphene before the bias was applied. Part (b) is the same region after applying +5 V for
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Figure 5.1: Trapping and repelling DNA from graphene. Fluorescence image of graphene on a glass cover
slip (left). The contrast between the glass and the graphene is given by the fluorescence dye, YOYO-1. The dye
is quenched on the graphene making it dark. DNA trapping device fabricated on a glass cover slip (right). One
half of the graphene was then removed by O2-plasma etching.
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60 s. As evident by the white spots of bright contrast, DNA was successfully trapped on the sur-

face of the graphene and remained on the surface after the bias was discontinued. Part (c) shows

the adsorbed DNA that remained after a trapping event and Part (d) shows the same region after

applying a -5 V for 60 s. Although not all the visible DNA molecules were desorbed by the neg-

ative bias, most of the molecules were repelled. Strong van der Waals interactions between the

graphene and the single-stranded DNA were thought to prevent all the DNA molecules from des-

orbing.

Despite the success of trapping and repelling DNA electrostatically using graphene, this method

is likely unsustainable because of the large voltages that are required. Biasing graphene to volt-

ages over ±2 V relative to an aqueous solution runs the risk of initiating electrochemical reac-

tions to occur between the solution and the graphene. Because of graphene’s extreme thinness,

any uncontrolled chemical reactions on its surface are likely to destroy it.
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Figure 5.2: Fluorescence micrographs of DNA on the graphene trap. a, The graphene trap before ap-
plying a bias to it. b, The graphene trap after applying +5 V for 60 s. White spots are 5.3 kb single-stranded
DNA molecules labeled with YOYO-1 and AlexaFluor 488 dyes (covalently bonded to guanosine residues). c,
DNA molecules (white spots) adsorbed on the graphene trap after being electrostatically attracted to it. d, The
graphene trap after applying V = -5 V bias to it for 60 s. A significant fraction of the DNA molecules have
been repelled from the graphene surface. Scale bars: 10 µm.
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5.3 Moving DNA along graphite with hydrostatic pressure

In addition to trapping and repelling DNA using graphene, the motion of DNA as it was driven

over the surface of a freshly-cleaved piece of highly-oriented pyrolytic graphite (HOPG) was also

analyzed. The device used for observing the motion of single-stranded DNA (ssDNA) was sim-

ilar to that shown in Fig. 5.1. Instead of a PDMS microfluidic channel, however, a channel was

etched into the glass coverslip using photolithography. The channel’s dimensions were: length

= 2 mm, width = 50 µm, and depth = 1 µm. A PDMS cap containing the HOPG flake was then

added over the top of the channel. Molecules of single-stranded DNA (ϕ-X174) that had been

specifically labeled with three CdSe-ZnS quantum dots using short complementary strands of

oligonucleotides and an avidin-biotin linker were added to one side of the channel. Hydrostatic

pressure was used to drive the molecules towards and along the HOPG flake. The motion of the

molecules was recorded using the inverted spinning-disk confocal fluorescence microscope.

Fig. 5.3 is a composite fluorescent micrograph showing the trajectory of a single molecule of

ssDNA as it tumbled across an HOPG flake through positions 1 to 11. The time lapse between

each position was 380 ms. Spots of bright contrast corresponding to the labelled DNA have been

circled in red to help distinguish them from the background. At several positions, three sepa-

rate spots of bright contrast can clearly be seen. This images proves that it is possible to drive a

molecule of ssDNA across a graphene-like surface.
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Figure 5.3: ssDNA tumbling along the surface of HOPG. A composite fluorescent micrograph of a single
molecule of ϕ-X174 ssDNA, specifically labeled with three CdSe-ZnS quantum dots, tumbling along the sur-
face of a freshly cleaved piece of HOPG. ssDNA motion from position 1 to 11 is a result of pressure-driven fluid
flow. Time lapse between adjacent positions = 380 ms. Scale bar: 10 µm.
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5.4 Linearization of DNA on graphene

Finally, Fig. 5.4 shows that DNA can be linearly stretched across graphene simply by flowing

DNA over the surface of graphene using hydrostatic pressure.

Figure 5.4: Adsorbed dsDNA on graphene. A fluorescent micrograph of dsDNA molecules, labeled with
YOYO-1 dye, adsorbed on graphene in parallel rows along the direction of fluid flow, i.e left to right. Scale bar:
10 µm.
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As to methods there may be a million and then some,

but principles are few. The man who grasps princi-

ples can successfully select his own methods. The

man who tries methods, ignoring principles, is sure

to have trouble.

– Ralph Waldo Emerson

6
Unique Methods

6.1 Chapter overview

The two unique methods that were developed during the fabrication of the G-SCEEG devices are

detailed in this chapter. Those methods are: the synthesis of large-grain graphene, both with and

without multi-layers, on copper (Cu) foil using low-pressure chemical vapor deposition (CVD);

and the transfer of CVD-grown graphene from Cu foil to hydrophobic, octadecyltrichlorosilane

(OTS)-coated substrates. The development of these methods was based in part on the methods

described in Refs. [118], [119] , [128] (synthesis) and [111] (transfer). In each case, the meth-
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ods were significantly altered in order to optimize the successful fabrication of the G-SCEEG

devices.

6.2 Synthesis of large-grain graphene using chemical vapor deposition

The work described in this section was motivated by the need for large areas (≃ 1 cm2) of high

quality, i.e. defect free, mono-layer graphene. Although graphene isolated from exfoliated graphite

has been shown to be exceptionally free of defects, multi-layers, and contaminants, it is difficult

to obtain in areas greater than 100 µm2 [117]. Not only does this prevent the use of high qual-

ity graphene in macroscopic experiments, it also makes it difficult to fabricate a scalable number

of graphene-containing devices. Alternatively, CVD-grown graphene can be easily synthesized

over large areas. The uncontrollable presence of multi-layers and grain-boundary defects, how-

ever, has been a persistent problem for CVD-grown graphene and has been blamed for its inferior

physical properties [129].

The two CVD protocols presented here for synthesizing large-grain graphene significantly re-

duce the number of multi-layers and grain boundaries, thus allowing for the use of high-quality

graphene in experiments requiring areas ≥ 1 cm2. Because contamination has been shown to

preferentially adhere to grain boundary defects [130], these protocols also produce a cleaner graphene

surface by reducing the number of such defects. Furthermore, one of the protocols described in

this section demonstrates that the method of chemical vapor deposition is capable of synthesizing

continuous sheets (≃ 2 × 5 cm2) of polycrystalline, mono-layer graphene, with an average grain

size of ≃ 2 mm, on copper foil with negligible amounts of multi-layers. Results from several re-

cent studies on CVD graphene growth were used to develop these protocols [118, 119,128].

Based on these studies and on empirical evidence, it was determined that the main factors that

control the synthesis of millimeter-scale grains are: the concentration of the carbonaceous source

gas (controls the reaction rate and the number of nucleation sites); the flow rate of the gaseous
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reactants (controls the reaction rate); the pressure inside the quartz reaction tube (controls the re-

action rate); the temperature of the reaction (controls the reaction rate and the number of nucle-

ation sites via sublimation of Cu); the duty cycle of the pulsed flow of the carbonaceous source

gas (controls the amount of multi-layer graphene that forms); and the reaction time (controls the

total amount of graphene that is synthesized). Below is a summary of the hypotheses that helped

motivate and inform the development of the graphene synthesis protocols. Included on p. 190 is

an illustration (Fig. 6.1) of the CVD setup that was used to test several of the hypotheses.

6.2.1 Hypotheses of graphene synthesis via CVD

1. Grain boundaries degrade graphene’s electronic properties and attract contaminants [128–

130].

2. CVD graphene synthesis is thought to begin with the catalytic decomposition of a carbona-

ceous gas, e.g. methane, ethylene, etc., by Cu (or another transition metal like nickel) into

an activated carbon atom and H2 gas. Activated carbon atoms adsorb onto the Cu and dif-

fuse along the surface until they take part in the synthesis reaction by reaching either a nu-

cleation site or a nascent graphene crystal. Cu is believed to also help catalyze the reaction

between nascent graphene crystals and activated carbon atoms [119].

3. Reducing the density of nucleation sites on copper during the synthesis of CVD graphene

leads to larger grain sizes. Nucleation-site density can be reduced by preserving the catalytically-

inactive native oxide layer on the copper surface and by using a dilute concentration of the

carbonaceous reactant gas. Desorption of carbon atoms from the Cu surface and sublima-

tion of Cu also help to suppress nucleation site density [118–120].

4. Reducing the surface roughness of the Cu foil by electrochemically polishing it reduces the

density of graphene nucleation sites [119].
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5. Graphene grains can be made larger through controlled sublimation of copper surface lay-

ers that contain nucleation sites and/or small nascent graphene crystals [119].

6. Multilayers form when one or more layers of graphene traps reactive carbon species in de-

fects on the copper surface. Once trapped, the carbon diffuses to a nucleation site where it

nucleates the growth of a new graphene grain underneath the existing one [128].

7. The growth of multilayers can be suppressed by pulsing the carbonaceous reactant gas.

This allows nearly all of the activated carbon species to be added to the edges of nascent

graphene crystals before becoming trapped by them in surface defects [128].

H2 CH4 Ar

MFC MFC MFC

furnace

N2 exhaust

vent

oil-free
pump metering valve

valve

gauge

burst-disc valve

quartz tube
Cu foil

Key

Figure 6.1: Low-pressure CVD setup. Illustration of the low-pressure CVD setup that was used for graphene
synthesis. MFC stands for ’mass flow controller’. Not shown is the computer that controls the settings of the
MFCs such as the flow rates and whether the internal valve is open or closed.
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6.2.2 Protocol for synthesizing graphene with multi-layer regions

The protocol I developed for synthesizing continuous sheets of polycrystalline graphene, consist-

ing of single grains between 200–3500µm in diameter, on Cu foils using low-pressure chemical

vapor deposition is a modification of the protocol described by Zhou et al. in Ref. [118]. Several

modifications were made to ensure that a continuous sheet of large-grain graphene forms over

the entire Cu foil surface. Those modifications include optimizing both the flow rate of the pre-

cursor gases and the synthesis reaction time as well as bending the Cu foil such that the bottom

of the foil is 0.5 cm from the bottom of the quartz reaction tube during synthesis. I found that

having the Cu foil in close proximity to the bottom of the tube was critical for forming a con-

tinuous graphene sheet on the bottom side of the foil. This is likely because of an increase in

Cu vapor pressure and a decrease in gas flow velocity near the tube’s wall. An illustration of the

low-pressure chemical vapor deposition setup that was used to synthesize graphene is shown in

Fig. 6.1.

The exact synthesis protocol is as follows:

1. A strip of 25-µm thick Cu foil (Alfa Aesar, 99.8%), 2×7 cm2 in area, is first washed in 1M

HCl for 5 min., then sonicated in acetone for 15 min., triple rinsed with isopropyl alcohol,

and blown dry with N2 gas.

2. The strip is then inserted, length-wise, into the center of a quartz tube (22-mm inner diam-

eter, 25-mm outer diameter, 62 cm in length) and slightly bent with a clean glass rod such

that the shape of the foil matches the contour of the lower half of the tube but the middle of

the foil remains 0.5 cm above the bottom surface of the tube.

3. The pressure in the tube is lowered to < 50 mTorr using an oil-free scroll pump. Ar (300

sccm) is flowed through the tube for 5 min., under the control of a mass flow controller, af-
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ter which the pressure in the tube is increased to 750 mTorr using a metering valve located

between the end of the tube and the pump.

4. While maintaining an Ar flow rate of 300 sccm, a Lindberg/Blue M Mini-Mite horizontal

tube furnace is used to increase the temperature of the system to 1070◦C over a period of

35 min. The Cu foil is annealed at 1070◦C for 5 min.

5. Graphene synthesis starts with the introduction of H2 and diluted CH4 (500 ppm in Ar),

each at a flow rate of 20 sccm, while the flow rate of Ar is changed to 310 sccm. The syn-

thesis reaction is run for 4 hr. to ensure complete graphene coverage on the bottom side of

the copper foil, i.e. the side of the foil facing the bottom surface of the quartz tube.

6. The reaction is arrested by cooling the system for 45 min. using an external fan until the

temperature of the furnace is < 30◦C. All gases used in the synthesis of graphene are ultra

high purity grade.

Fig. 6.2 shows the progress of the graphene synthesis reaction over time. A series of SEM im-

ages demonstrates the growth of hexagonal graphene grains on Cu taken after synthesis times

of (a) 30 min., (b) 60 min., (c) 120 min., and (d) 180 min. After 30 min., the majority of grains

reach a diameter of 0.3–0.6 mm and fewer than 10% of the grains that were examined had yet to

grow into other grains. By 60 min., most grains are > 1 mm and have begun to merge with adja-

cent grains. After 180 min., graphene covers most of the Cu foil and large graphene islands con-

sisting of individual grains that are between 2–3.5 mm are common. Allowing the reaction to run

for 4 hr. gives a continuous sheet of graphene on the surface of the Cu foil closest to the bottom

of the quartz tube. The average grain diameter in the final polycrystalline sheet is estimated to be

0.75–1.5 mm. It is estimated that 10–20% of the area of graphene synthesized using the above

protocol contains multi-layers.
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a b c d

Figure 6.2: Graphene grain size. A time series of SEM micrographs reveals the size of hexagonal graphene
grains on Cu foil after synthesis times of: a, 30 min., b, 60 min., c, 120 min., and d, 180 min. A continuous
sheet of large-grain, polycrystalline graphene is achieved after 4 hr. Grains can reach diameters of 2–3.5 mm
before growing into one another. Small hexagons seen within the larger hexagons of (d) are regions of multi-
layer graphene. Scale bar: 1 mm.

Fig. 6.3 demonstrates the different optical techniques that were used to determine the presence,

the size, and the number of layers of graphene grains that were grown on Cu foil. Fig. 6.3 (a) is a

bright-field optical micrograph of graphene on Cu after oxidizing the Cu for ≥ 2 min. in an oven

at 200◦C. The area of the foil covered by graphene oxidizes more slowly and thus remains lighter

in color than the area that is not covered. The rippled area on the upper left side of the graphene

grain is a second layer of graphene, i.e. an add-layer. Fig. 6.3 (b) is an SEM micrograph of a sin-

gle grain of graphene on Cu that contains add-layers near the nucleation site (bright dot). The

graphene appears darker than the bare Cu under the given imagining conditions. Fig. 6.3 (c) is

a dark-field micrograph of two conjoined graphene grains on Cu. Again, the graphene appears

darker than the bare Cu. This is because the surface roughness of the bare Cu is much greater

than that of the graphene (likely because the graphene does not completely follow the contour of

the Cu surface), thus causing the Cu to scatter more light. If add-layers were present, they would

show up as bright areas on the darker mono-layer grain because of their increased ability to cor-

rugate.

As further verification that the synthesis protocol yields single grains of graphene with the

occasional add-layer, graphene was transferred from the Cu foil that it was grown to a SiO2/Si
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Figure 6.3: Imaging individual grains of graphene on Cu. a, Bright-field optical micrograph of hexagonal
graphene grain on oxidized Cu. The wavy area on the grain is an add-layer. Scale bar: 100 µm. b, SEM micro-
graph of a single grain with add-layers (darker circles). Scale bar: 50 µm. c, Dark-field optical micrograph of
two conjoined grains on Cu. Scale bar: 200 µm.

(300 nm) substrate and analyzed using Raman spectroscopy. Fig. 6.4 shows the results of the

Raman analysis of a single graphene grain. Fig. 6.4 (a) is a bright-field optical micrograph of

the single grain of graphene on SiO2/Si. The edges of the graphene grain have been outlined for

emphasis. The grain contains an add-layer near its center. Fig. 6.4 (b) is a Raman spectrum of

the graphene grain at a point on the grain that does not contain the add-layer. The relative in-

tensities of the D, G, and G’ peaks in the spectrum are characteristic of mono-layer graphene.

The small D peak is indicative of relatively defect-free graphene. Fig. 6.4 (c) is a series of spec-

tral maps of the entire grain, depicting the intensity of the D, G, and G’ peaks. The intensity of

the peaks clearly changes over the area of the add-layer. To conclusively prove that the grain

is mostly mono-layer, however, further analysis of the Raman data is needed, such as that per-

formed in Chapter 2, Sect. 2.4.3 (p. 102) and shown in Fig. 2.30 (p. 106) [69].
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Figure 6.4: Raman analysis of an individual graphene grain on 300 nm SiO2/Si. a, Bright-field optical
micrograph of hexagonal graphene grain with add-layer on 300 nm SiO2/Si. The grain has been outlined for
emphasis. Scale bar: 10 µm. b, Raman spectrum of mono-layer region of grain. c, Raman spectral maps of the
grain depicting the intensity of the D, G, and G’ peaks. Scale bar: 5 µm. For the Raman data, laser excitation
photon energy = 2.33 eV at 8 mW and laser spot size = 1–2 µm.
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6.2.3 Protocol for synthesizing graphene without multi-layer regions

As stated before, multi-layer graphene growth has been hypothesized to result from the seques-

tration of activated carbon atoms in defects on the surface of Cu and the diffusion of the sequestered

carbon underneath previously-nucleated mono-layer graphene sheet(s) until it eventually reaches

a nucleation site and forms an additional graphene layer. If the source of carbon for the reaction

is pulsed in a controlled manner, however, there is sufficient time for the activated carbon atoms

to diffuse out of the Cu defects before becoming trapped by a growing grain of graphene. As

demonstrated in Ref. [128], this significantly reduces, if not eliminates, the formation of multi-

layer regions of graphene during the CVD process. This technique was successfully added to the

protocol described previously in order to suppress multi-layer growth. Other parts of the protocol

were also adjusted to allow large areas of this graphene (≃ 2× 5 cm2) to be synthesized.

The exact synthesis protocol is as follows:

1. A strip of 25-µm thick Cu foil (Alfa Aesar, 99.8%), 2×7 cm2 in area, is first washed in 1M

HCl for 5 min., then sonicated in acetone for 15 min., triple rinsed with isopropyl alcohol,

and blown dry with N2 gas.

2. The strip is then inserted, length-wise, into the center of a quartz tube (22-mm inner diam-

eter, 25-mm outer diameter, 62 cm in length) and slightly bent with a clean glass rod such

that the shape of the foil matches the contour of the upper half of the tube and the middle of

the foil is 1.5 cm above the bottom surface of the tube.

3. The pressure in the tube is lowered to < 50 mTorr using an oil-free scroll pump. Ar (300

sccm) is flowed through the tube for 5 min., under the control of a mass flow controller, af-

ter which the pressure in the tube is increased to 750 mTorr using a metering valve located

between the end of the tube and the pump.
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4. While maintaining an Ar flow rate of 300 sccm, a Lindberg/Blue M Mini-Mite horizontal

tube furnace is used to increase the temperature of the system to 1070◦C over a period of

35 min. The Cu foil is annealed at 1070◦C for 24 hr.

5. The Cu foil is cooled for 45 min. using an external fan until the temperature of the furnace

is < 30◦C.

6. Once cooled, the furnace is again used to increase the temperature of the system to 1070◦C

over a period of 35 min. The Cu foil is re-annealed at 1070◦C for 5 min.

7. Graphene synthesis starts with the introduction of H2 and diluted CH4 (500 ppm in Ar),

each at a flow rate of 20 sccm, while the flow rate of Ar is changed to 250 sccm. The flow

of diluted CH4 gas is pulsed with a duty cycle of 30% per min. using a computer to control

the valve of the mass flow controller, i.e. during each minute the valve is open for 18 s and

closed for 42 s.

8. The synthesis reaction is run for 36 hr. to ensure complete graphene coverage on the bot-

tom side of the copper foil, i.e. the side of the foil facing the bottom surface of the quartz

tube.

9. The reaction is arrested by cooling the system for 45 min. using an external fan until the

temperature of the furnace is < 30◦C. All gases used in the synthesis of graphene are ultra

high purity grade.

The long annealing time and subsequent cooling of the Cu foil is necessary to allow cracks to

develop on the surface of the Cu along the grain boundaries in the polycrystalline foil. During

the synthesis reaction, graphene growth then follows the contour of these cracks, preventing the

graphene from tearing during its subsequent transfer to another substrate. For optical micrographs

showing the reduction in the number of multi-layer regions that this protocol is able to achieve,
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see Fig. 2.29 (p. 104). It is estimated that < 0.02% of the area of graphene synthesized using the

above protocol contains multi-layers.

6.2.4 Summary of the CVD synthesis protocols

The values for the different parameters of the two graphene synthesis protocols described in this

chapter are summarized in the table below.

Parameters Protocol
w/ multi-layers w/o multi-layers

Temperate (◦C) 1070 1070
Cu Pressure (mTorr) 750 750

Anneal Time (hr.) 0.083 24
Ar flow rate (sccm) 300 300
Temperate (◦C) 1070 1070
Pressure (mTorr) 750 750

Graphene Time (hr.) 4 36
Synthesis Ar flow rate (sccm) 310 250

H2 flow rate (sccm) 20 20
CH4 (500 ppm) in Ar flow rate (sccm) 20 20
CH4 (500 ppm) in Ar duty cycle (%) - 30

Table 6.1: Parameters used in the synthesis of large-grain, CVD graphene. Parameters are listed for the
protocols that were developed to synthesize large-grain, CVD graphene both with (w/) and without (w/o) re-
gions of multi-layers.
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6.2.5 Discussion on the necessity of electrochemically polishing the Cu foil

The idea behind electrochemically polishing, also known as electropolishing, the Cu foil before

using it as a catalyst in the synthesis of CVD graphene is that it purportedly suppresses the den-

sity of graphene nucleation sites by reducing the foil’s surface roughness. Generally speaking,

the fewer nucleation sites there are, the larger the graphene grains are able to grow before merg-

ing into one another. In Ref. [119], Yan et al. use this argument to claim that electrochemically

polishing the Cu foil is a critical step in the synthesis of millimeter-sized grains of graphene. A

concerted effort was made to experimentally verify this claim.

The general protocol described in Ref. [131] for electropolishing copper was followed with

only minor modifications. A home-built electropolishing cell consisting of a large Cu disk (5 cm

in diameter, 3 mm-thick) as the cathode (negative electrode), a small piece of Cu foil (2 × 2 cm2,

25µm-thick) as the anode (positive electrode), ortho-phosphoric acid as the polishing solution,

an orbital shaking table as the stirring mechanism, and a Keithley 2400 Sourcemeter as the power

source was used for the reaction. Although Cu polishing typically produces the best results with

an applied voltage of 1.5–2.5 V and an anode current density of 6–8 A/dm2, the optimal voltage

and anode current density for polishing the thin pieces of Cu foil were determined empirically

according to the plot of the anode current density vs. voltage. An example of such a plot is pro-

vided in Fig. 6.5 (a).

As outlined in Ref. [131], the following regions are evident in the anode current density vs.

voltage plot:

1. A→ B: Cu etching

2. B→ C: unstable region

3. C→ D: stable plateau with polishing (optimal polishing at point D)
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Figure 6.5: Electropolishing Cu foil. a, Plot of the anode current density vs. applied voltage of the home-
built electropolishing cell. A 25 µm-thick piece of Cu foil was used as the anode. The voltage applied during
electropolishing was kept in the ’stable plateau’ range between points C and D. Optimal polishing conditions
were achieved near point D. According to Ref. [131], etching occurs between points A and B; the reaction is
unstable between points B and C; slow gas evolution with pitting occurs between points D and E; and polish-
ing with rapid gas evolution occurs between points E and F. b, Cu foil before electropolishing. c, Cu foil after
electropolishing for 5 min. at ≃ 25◦C. Scale bar: 100 µm.
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4. D→ E: slow gas evolution with pitting

5. E→ F: polishing with rapid gas evolution

During the polishing reaction, the voltage and anode current density were kept as close to their

optimal values as possible over reaction times of 5-30 min. The temperature of the ortho-phosphoric

acid bath was kept at ≃ 25◦C. Upon completion of the reaction, the foil was rinsed with ethanol

to remove residual phosphoric acid and to precipitate out any copper phosphate salts.

As is qualitatively evident in the optical micrographs of both Fig. 6.5 (b) (before polishing)

and Fig. 6.5 (c) (after polishing), electrochemical polishing reduced the foil’s overall surface rough-

ness. In the process, however, small micron-scale holes developed on the surface, likely a result

of bubble formation. Despite altering the electropolishing protocol several times and re-optimizing

the voltage and anode current density, it was determined that the formation of holes could not be

avoided.

Compared to the unpolished foil, the presence of the holes on the surface of the electropolished

foil led to an increase in the number of multi-layer graphene areas that formed during synthesis.

Because it was also empirically proven that large-grain graphene could be synthesized without

electrochemical polishing the Cu foil, no further attempts at optimizing the polishing protocol

were made. It is still possible, however, that electropolished Cu (without surface pitting) could

reduce the number of nucleation sites during CVD graphene synthesis. According to Ref. [120],

electropolishing is likely to have only a limited impact because the density of nucleation sites is

most greatly affected by the presence of an oxide layer on the copper’s surface.
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6.2.6 Conclusions on the synthesis of large-grain graphene via CVD

1. Millimeter-scale grains of graphene, both with and without regions of multi-layers, can be

successfully synthesized on thin pieces of copper foil using low-pressure chemical vapor

deposition. The use of a dilute source of carbon and a sufficiently high reaction tempera-

ture are important factors.

2. Continuous sheets of large-grain graphene can be synthesized over most of the copper’s

surface by allowing the reaction to run for a sufficiently long amount of time.

3. Multi-layer graphene growth can be suppressed effectively by pulsing the flow of the car-

bonaceous reactant gas.

4. Electropolishing Cu is unnecessary for growing millimeter-scale (or larger), single grains

of graphene but may still prove to be useful if the copper’s surface roughness can be re-

duced without also causing surface pitting.

202



6.3 Transfer of large areas of graphene to a hydrophobic substrate

Fabrication of the G-SCEEG devices described in this thesis required the ability to transfer large,

intact areas (≥ 1 cm2) of CVD-grown graphene to a glass substrate that had been functionalized

with a self-assembled monolayer of octadecyltrichlorosilane (OTS). Because OTS-treated sur-

faces are hydrophobic, many of the protocols described in the literature are inadequate. These

protocols invariably lead to poor adhesion of graphene to hydrophobic surfaces because they

cause water to become trapped between graphene and the substrate. Although many dry-transfer

techniques have been developed that avoid trapping water [111, 132–136], they inevitably yield

only small pieces (≃ 1 mm2) of continuous graphene, especially when graphene is transferred to

OTS-treated substrates.

The transfer protocol I developed is based primarily on that described in Ref. [111] but con-

tains several additional steps to ensure that ≃ 1 cm2 areas of continuous graphene can be trans-

ferred to an OTS-functionalized surface. The protocol also uses the series of modified ’standard

clean’ (SC∗) solutions, i.e. SC-1∗ and SC-2∗, which are described in Ref. [137].1 The solutions

aid in eliminating residual metal and organic contamination from the side of the graphene that

ultimately is in contact with the OTS-functionalized substrate. The main parts of the transfer pro-

tocol are illustrated in Fig. 6.6 and a summary of the parameters involved in the protocol is pro-

vided in Table 6.2 (p. 208).
1The standard clean solutions used here are modified versions of those originally developed by the Radio Corpo-

ration of America (RCA). RCA used these solutions to clean silicon wafers that were then used in the manufacture of
semiconductor devices. See Ref. [138] for more information regarding the original SC-1 and SC-2 solutions.
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Figure 6.6: Diagram of the graphene transfer protocol. An illustration of the steps involved in transferring
CVD-grown graphene from a piece of Cu foil to a hydrophobic substrate such as OTS-functionalized glass.
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6.3.1 Protocol for graphene transfer

The exact transfer protocol is as follows:

1. A 2×2.5 cm2 piece of graphene on Cu foil (Gr/Cu) is first spin coated with 6% (w/w) poly-

methyl methacrylate (PMMA) in anisole (MicroChem 950PMMA 11 A) for 40 sec. at 1000

RPM.

2. The PMMA is cured at 100◦C for 5 min.

3. Graphene on the backside of the foil is removed by O2 plasma (100W, 1 min.).

4. The PMMA/Gr/Cu foil stack is then pressed onto the bottom of a 3-mm thick polydimethyl-

siloxane (PDMS) support frame containing a 1× 1.5 cm2 rectangular hole.

5. The Cu foil is partially etched in 1M ferric chloride (FeCl3; Transene CE-100) for 5 min.

then rinsed in deionized H2O (Millipore, 18MΩ) for 15 min. This is done to speed up the

etching process.2

6. The remaining Cu foil is etched in 100 mM ammonium persulfate (APS; (NH4)2S2O8) for

≃ 2 hr.

7. After all the Cu has been etched, the graphene is subjected to the following sequence of

rinses, all of which are carried out at 25◦C:

(a) deionized H2O (15 min.)

(b) SC-2∗ (20:1:1 ratio of deionized H2O : 30% H2O2 : 12M HCl, 15 min.)

(c) deionized H2O (15 min.)
2Because etching Cu with FeCl3 can lead to the formation of insoluble copper chloride salt crystals, which can

then tear any graphene residing on the surface of the Cu [108], ammonium persulfate is used to etch the remaining
Cu.
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(d) SC-1∗ (30:1:1 ratio of deionized H2O : 30% H2O2 : 28% NH4OH, 10 min.)3

(e) deionized H2O (15 min.)

Note that a glass microscope slide is used to transfer the PDMS/PMMA/Gr stack between

solutions because of the ease at which the suspended PMMA/Gr stack ripped while being

pulled off of air/liquid interfaces.

8. After the final deionized H2O rinse, the stack is lifted out of the solution with a glass mi-

croscope slide.

9. Several milliliters of ethanol (200 proof) are then pipetted around the PDMS frame on the

glass microscope slide to replace the water trapped underneath the stack with ethanol. This

is done to lower the surface tension and help prevent the stack from tearing.

10. The stack is carefully pulled off the microscope slide so as to avoid tearing the PMMA/Gr,

flipped over such that the bare graphene is facing up, and gently blown dry with N2 gas for

5 min. The stack is then allowed to air dry for at least 1 hr. to ensure all liquid has evapo-

rated.

11. After cleaning the OTS-functionalized substrate with acetone and isopropyl alcohol, the

substrate is covered in 2 mL of 200-proof ethanol. Using the PDMS frame as a handle, the

PMMA/Gr stack is flipped onto the substrate using tweezers such that the bare graphene is

facing down. The ethanol is then allowed to evaporate for at least 1 hr.4

3Note that the ratio used here for the volume of the solutes to the solvent is less than that described in Ref. [137].
This was done intentionally as a precautionary measure to ensure that the solution would not chemically react
graphene during the rinse step.

4The use of ethanol in this step is absolutely crucial to the overall success of the transfer. The surface tension of
the evaporating ethanol is thought to pull the PMMA/Gr stack down onto the substrate’s surface, greatly enhancing
the adhesion of graphene to the surface and ensuring that graphene does not delaminate as the PMMA layer is subse-
quently dissolved. Here, the role of the evaporating ethanol is the same as that of the evaporating water in protocols
designed for transferring graphene to hydrophilic substrates like silicon dioxide [139].
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12. The PDMS frame is cut from the PMMA/Gr using a finely pointed scalpel.

13. To promote adhesion of the graphene to the substrate, the sample is heated to 120◦C for 1

hr. in a vacuum oven (650 Torr).

14. The PMMA layer is then dissolved over a period of 24 hr. using glacial acetic acid as pre-

scribed in Ref. [140]. The graphene is subsequently rinsed in deionized H2O to remove

residual acetic acid.5

15. An optional step is to anneal the graphene in a tube oven (H2 flow rate = 200 sccm; Ar

flow rate = 400 sccm; T = 250◦C; P = 1 Torr; t = 2 hr.) according to the protocol described

in Ref. [141]. Annealing has been shown to remove some of the residual PMMA that re-

mains after the bulk of the PMMA was dissolved using an organic solvent. For transfers

involving large-grain, mono-layer only graphene, however, this step was determined to cre-

ate cracks in the graphene and was, therefore, omitted.

5It was discovered that using organic solvents, such as acetone or a mixture of dichloromethane and methanol,
to dissolve the PMMA also led to delamination of the graphene from the OTS-functionalized substrate. It is recom-
mended that only acetic acid be used for this step.
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6.3.2 Summary of the hydrophobic transfer protocol

The steps and parameters involved in the transfer of graphene from a 25-µm thick Cu foil to a

hydrophobic substrate are summarized in the table below.

Transfer step Parameter Value
Polymer PMMA
Solvent anisole

Polymer Concentration 6% (w/w)
coat Spin rate (RPM) 1000

Spin time (sec.) 40
Cure temperate (◦C) 100
Cure time (min.) 5

Polymer Polymer PDMS
frame Thickness (mm) 3

O2 plasma Power (W) 100
clean Time (min.) 1
Cu Etchants FeCl3 / (NH4)2S2O8

etch Concentrations 1.0M / 0.1M
Times (min.) 5 / 120
Rinse solutions H2O / SC-2∗ / H2O /

SC-1∗ / H2O
Post-etch Rise times (min.) 15 / 15 / 15 /
treatments 10 / 15

Drying method air
Drying temperature (◦C) 25
Solvent ethanol (200-proof)

Adhesion Bake temperature (◦C) 120
promotion Bake pressure (Torr) 650

Bake time (min.) 60
Polymer Solvent acetic acid (glacial)
coat Temperature (◦C) 25

removal Time (hr.) 24
Temperature (◦C) 250

Graphene H2 flow rate (sccm) 200
anneal Ar flow rate (sccm) 400

(optional) Pressure (Torr) 1
Time (hr.) 2

Table 6.2: Parameters involved in the transfer of graphene to hydrophobic substrates.
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7
Conclusions and future prospects

Most of my effort in this thesis has been dedicated towards providing a detailed description of the

graphene supercapacitive electrical energy generator (G-SCEEG) and its ability to generate elec-

tricity from oscillating droplets of electrolyte solutions. While the idea of harvesting renewable

energy from ocean waves may seem like an exciting future application, much more engineer-

ing must be done before SCEEGs and devices like them are suitable, and economical, for merely

powering personal electronic devices. Increasing the surface area of the SCEEG’s electrodes, by

using carbon nanotubes for example, and altering the geometry of the moving electrolyte to re-

209



duce friction are logical first steps towards increasing both the SCEEG’s electrical output and its

efficiency.

More important than the G-SCEEG’s ability to generate useful amounts of electric power, how-

ever, is the simple way in which it can be used to uniquely access basic information about the

nature of the interaction between hydrated ions and graphene. Measurements involving the G-

SCEEG are able to determine the identity of the ions that adsorb to graphene as well as the ion’s

surface charge density and binding energy. Additionally, the surface potential at the G-SCEEG’s

graphene electrodes relative to the bulk solution can be deduced from such measurements. From

a scientific standpoint, this is what I find most exciting, the fact that a simple macro-scale device

is capable of providing extensive insight into the nano-scale interactions between ions and solid-

state materials.

To the best of my knowledge, no other experimental method or instrument can provide such

extensive information about the interface between an electrode and an electrolyte solution. While

methods such as the Kelvin probe method, Kelvin probe force microscopy, photoemission spec-

troscopy, and scanning electron microscopy can be used to measure the work function and sur-

face potential of solids [142], they are ill suited to do so in the presence of aqueous solutions.

Other methods such as the measurement of three-phase contact angles and the use of an ionizing,

radioactive electrode are limited to studying the surface potential of only certain types of inter-

faces [99, 143, 144].
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A
Standard Methods

A.1 Standard synthesis of graphene using chemical vapor deposition

Continuous sheets of polycrystalline graphene, consisting of single grains between 1–10 µm in

diameter, were synthesized on Cu foils using low-pressure chemical vapor deposition.1 Versions

of this ”standard” recipe can be found throughout the literature, but it was first detailed in Ref. [68].

As shown in the Raman spectroscopic analysis of Chapter 2, Sect. 2.4.3.4, Fig. 2.30 (p. 106),

the graphene that is synthesized using this protocol has a significant number of defects and multi-
1See Fig. 6.1 (p. 190) for an illustration of the CVD setup.
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layer regions (at least 25% of its area has some number of multi-layers).

A.1.1 Protocol for synthesizing graphene

The synthesis protocol is as follows (note that all gases used in the synthesis of graphene are ultra

high purity grade):

1. A strip of 25-µm thick Cu foil (Alfa Aesar, 99.8%), 2×7 cm2 in area, is first washed in 1M

HCl for 5 min., then sonicated in acetone for 15 min., triple rinsed with isopropyl alcohol,

and blown dry with N2 gas.

2. The strip is then inserted into the center of a quartz tube (22-mm inner diameter, 25-mm

outer diameter, 62 cm in length) such that it is 0.5 cm above the bottom surface of the tube.

3. The pressure in the tube is lowered to < 50 mTorr using an oil-free scroll pump.

4. H2 (10 sccm) is flowed through the tube for 5 min.

5. While maintaining an H2 flow rate of 10 sccm, a Lindberg/Blue M Mini-Mite horizontal

tube furnace is used to increase the temperature of the system to 1000◦C over a period of

15 min.

6. The Cu foil is annealed at 1000◦C for 30 min.

7. Graphene synthesis is begun with the introduction of CH4 at a flow rate of 4 sccm, while

the flow rate of H2 is unchanged.

8. The synthesis reaction is run for 40 min. to ensure complete graphene coverage on both the

bottom and top sides of the copper foil.

9. The reaction is arrested by cooling the system for 45 min. using an external fan until the

temperature of the furnace is < 30◦C.
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A.2 Graphene transfer protocols

A.2.1 Wet graphene transfer

The following protocol was based on that described in Ref. [139].

A.2.1.1 Protocol for transferring wet graphene

The transfer protocol was optimized by T. Zhou and is as follows:

1. Methyl methacrylate (MMA) polymer solutions (2%, 4%, and 6%MMA in ethyl lactate;

diluted from a stock solution of MicroChem 9%MMA 8.5 in ethyl lactate) are each spun

on a piece of graphene-containing copper foil (Gr/Cu) for 30 seconds at 3000 RPM and

cured by baking at 180◦C on a hot plate for 3 min.

2. To remove Gr on the side of the Cu foil not covered by MMA, the Gr is etched using O2

plasma (100W, 1–2 min.).

3. Scissors are then used to cut a piece of the MMA/Gr/Cu stack to fit the size specifications

of the target substrate.

4. The copper foil is removed by placing the stack in a bath of ferric chloride solution (FeCl3;

Transene CE- 100) with the bare Cu side facing down on the solution’s surface for 2 hr. to

ensure that all the Cu is etched.

5. Once the Cu is completely removed, the MMA/Gr stack is then transferred to a deionized

water bath (Millipore, 18MΩ) using a piece of bare Si wafer that has been cleaned using

O2 plasma to make its surface hydrophilic.

6. After several minutes in the water bath, the same piece of Si wafer is used to move the

stack to a solution of 1M HCl and then to 6 more deionized water baths.
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7. While the stack is in the last deionized water bath, it is scooped out using the hydrophilic

target substrate, which has previously been O2 plasma cleaned for 1 min. at 30W.

8. The MMA/Gr/substrate stack is then placed under a halogen lamp for a minimum of 90

min. to allow the water to migrate out from underneath the stack and to eventually evap-

orate.

9. Once dry, the MMA layer is removed by submerging the MMA/Gr/substrate stack in ace-

tone at 48◦C overnight. Residual acetone is removed by repeated rinsing with isopropyl

alcohol and deionized H2O.

For suspended graphene membranes, the MMA layer is removed using the following protocol:

1. Once dry, the MMA layer is dissolved using acetone; a homemade aluminum jar is used to

house the substrate during this process.

2. The substrate is first placed in the jar and the jar is then placed inside a large beaker. Ace-

tone is added slowly and gently to the beaker until the jar is fully submerged.

3. The beaker is covered and left on a hotplate (48◦C) overnight.

4. Acetone is then exchanged with 200-proof ethanol to facilitate critical point drying. The

exchange is accomplished by removing the jar from the acetone-containing beaker and

placing it in a beaker containing ethanol. The jar is allowed to sit in ethanol for 5 min. so

that the acetone in the jar can be completely replaced with ethanol. This process is repeated

three more times with ethanol to ensure that no acetone remains.

5. A critical point dryer (Tousimis 931 Series) was then used to remove the ethanol. Ethanol

was replaced with liquid CO2 over the course of three, 30 min. cycles. Three slow cycles
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provided extra assurance that all the ethanol was gently replaced with liquid CO2 during

the drying process.

A.2.2 Dry graphene transfer

The following protocol was based on that described in Ref. [111].

A.2.2.1 Protocol for transferring dry graphene

The transfer protocol is as follows:

1. A 1.5×2 cm2 piece of graphene on Cu foil (Gr/Cu) is first spin coated with 4% (w/w) poly-

methyl methacrylate (PMMA) in anisole (MicroChem 950PMMA 11 A) for 40 sec. at 1000

RPM.

2. The PMMA is cured at room temperature for 60 min.

3. Graphene on the backside of the foil is removed by O2 plasma (100W, 1 min.).

4. The PMMA/Gr/Cu foil stack is then pressed onto the bottom of a 3-mm thick polydimethyl-

siloxane (PDMS) support frame containing a 1× 1.5 cm2 rectangular hole.

5. The Cu foil is etched in ferric chloride (FeCl3; Transene CE-100) for 30 min. then rinsed in

deionized H2O (Millipore, 18MΩ) for 15 min., 2M HCl for 30 min., and finally deionized

H2O again for 15 min. A glass microscope slide is used to transfer the PDMS/PMMA/Gr

stack between solutions because of the ease at which the suspended PMMA/Gr stack rips

while being pulled off of air/liquid interfaces.

6. After the final deionized H2O rinse, the stack is lifted out of the solution with a glass mi-

croscope slide. Several milliliters of ethanol (200 proof) are then pipetted around the PDMS
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frame to replace the water trapped underneath the stack with ethanol. This is done to lower

the surface tension and help prevent the stack from tearing.

7. The stack is then carefully pulled off the microscope slide so as to avoid tearing the PMMA/Gr

and gently blown dry with N2 gas for 5 min.

8. The target substrate is placed face down on the PDMS/PMMA/Gr.

9. The PDMS frame is cut from the PMMA/Gr using a finely pointed scalpel.

10. To promote graphene adhesion the sample is placed in a home-built acetone vapor humidor

for 15 min. followed by heating the sample to 180◦C for 2 hr. in an atmosphere of Ar (500

sccm) at a pressure of 500 Torr.

11. The PMMA is thermally removed by heating the sample to 350◦C for 4 hr. in an atmo-

sphere of H2 (500 sccm) and Ar (500 sccm) at a pressure of 1 Torr.
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A.3 Fabrication of apertures in silicon-containing substrates

This method was developed and optimized by T. Zhou.

A.3.1 Protocol for fabricating apertures

All the steps outlined below are to be completed inside a clean room. The fabrication protocol is

as follows:

1. A Si wafer (<100>; 4-in. diameter; 500-µm thick) is first cleaned using the standard RCA

cleaning protocol.

2. A 300-nm thick layer of low stress ( < 200MPa) Si3N4 is then grown on the top and bot-

tom surfaces of the wafer using low-pressure CVD.

3. Standard photolithography and reactive ion etching (RIE) are used to remove sets of 9 ×

12 arrays of squares from the top layer of Si3N4, thus exposing the underlying Si in each

square.

4. A solution of KOH (40%) is then used to anisotropically etch the exposed Si, forming free-

standing Si3N4 membranes (250× 250 µm2).

5. A second round of photolithography and RIE is done on the freestanding Si3N4 membranes

to form circular apertures (5, 10, 20, 30, or 50 µm in diameter) at the center of each mem-

brane.

6. After aperture formation, the wafer is thoroughly cleaned using a piranha etch solution.

7. Finally, a 300-nm thick layer of SiO2 is deposited on top of the aperture-containing Si3N4

membranes using plasma-enhanced CVD.
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A.4 Functionalization of oxide-containing substrates with octadecyltrichlorosilane

The protocol described below for forming a self-assembled monolayer (SAM) of octadecyltrichlorosi-

lane (OTS) on oxide-containing substrates was based on Refs. [145] and [146]. The thickness of

the OTS layer that forms on oxidized silicon depends on the reaction conditions and can vary be-

tween 1.5–4.3 nm [146]. However, the thickness of the OTS SAM is approximately 2.5 nm when

the alkyl chains of OTS are fully extended and oriented normal to the substrate’s surface [147,

148].

Although OTS forms covalent bonds with oxide-containing surfaces, it can physically adsorb

to metals such as Au and Pt [149]. This physisorbed OTS layer can usually be removed, how-

ever, using the organic solvents acetone and isopropyl alcohol.

A.4.1 Protocol for OTS silanization

The silanization protocol is as follows:

1. The substrate is first cleaned using ultrasonication in acetone, isopropyl alcohol, and deion-

ized water (in that order), each for five minutes; the substrate is then immersed in a piranha

etch solution, i.e. a 3:1 mixture of concentrated H2SO4 and H2O2, for 20 min. at 100◦C and

washed with deionized water and dried with N2 gas.

2. To activate surface oxide groups, the substrate is subjected to oxygen plasma cleaning (100

W for 5 min.).

3. A 10 mM solution of octadecyltrichlorosilane (OTS) is prepared in anhydrous toluene and

is subsequently mixed using a magnetic stir bar for one minute. Because OTS is readily hy-

drolyzed when exposed to atmospheric water vapor, the solution of OTS must be prepared

under an atmosphere of dry N2 gas.
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4. The substrate is submerged in the OTS solution and the functionalization reaction is al-

lowed to run for 4–6 hr. at 25◦C under an atmosphere of dry N2 gas. According to Ref. [146],

a reaction time of 6 hr. is optimal for forming a layer of OTS that completely coats the sur-

face of the substrate.

5. The substrate is then removed from the reaction solution and submerged in chloroform for

5 min. It is rinsed with fresh chloroform and ethanol before being dried with N2 gas.

6. To finish the reaction, the substrate is cured in a vacuum oven at 120◦C for one hour (P =

650 Torr).
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B
Derivations

B.1 Derivation of the parallel-plate capacitance

The expression for the capacitance of a parallel-plate capacitor is relevant to the Stern layer ca-

pacitance, Cs, as described in Chapter 3 (beginning on p. 123). A version of the following deriva-

tion of Cs can be found in Ref. [36].

The derivation begins with Gauss’ law:

∇⃗ · E⃗ =
ρ

ϵ0
(B.1)
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where E⃗ is the electric field, ρ the volumetric charge density, and ϵ0 the permittivity of a vacuum.

Eq. (B.1) can be rewritten in integral form using the divergence theorem, a.k.a. Gauss’ theorem:

∮
S

E⃗ · da⃗ =
Qenc

ϵ0
(B.2)

where Qenc is the total charge enclosed in some volume v over which the surface integral, rep-

resented in the left-hand part of Eq. (B.2), is being taken. For a cylindrical Gaussian surface ex-

tending through an infinite plane of surface charge σ, the left side of Eq. (B.2) equals:

∮
S

E⃗ · da⃗ = 2 |E⃗| a (B.3)

where a is the area of the cylinder’s ends that are parallel to the charged plane. The electric field

extending above and below the infinite plane is then found by equating Eq. (B.2) and (B.3):

E⃗ =
σ

2 ϵ0
n̂ (B.4)

where Qenc = σ a. For two infinite planes of opposite surface charge, + σ and − σ, that are sepa-

rated by a dielectric of thickness d and relative permittivity ϵ, the electric field between the planes

is:

E⃗ =
σ

ϵ ϵ0
n̂ (B.5)

and everywhere else E⃗ = 0. Using Eq. (B.5) and the definitions of capacitance, qs = C Φs, and

electric potential, Φs = −
∫
E⃗ · d⃗l, it can be shown that the Stern layer capacitance of the parallel

planes, or plates, of charge is:

Cs =
qs
Φs

=
σ A

|E⃗| d
=

ϵ ϵ0
d

A (B.6)
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Cs =
ϵ ϵ0
d

A (B.7)

where qs is the charge on the plates of the Stern layer, Φs is the potential difference across the

Stern layer, and A represents the area of the layer. Eq. (B.6) is true so long as A >> d2 and the

fringe electric fields at the periphery of the area can be neglected.

B.2 Derivation of the Debye diffuse layer capacitance

The expression for the capacitance of Debye diffuse layer is relevant to the diffuse layer capac-

itance, Cd, as described in Chapter 3 starting on p. 124. Partial versions of the following deriva-

tion of Cd can be found in Refs. [37], [60], and [59].

Beginning again with Gauss’ law, Eq. (B.1) on p. 220, and the definition of the electric poten-

tial in derivative form, E⃗ = −∇⃗V , one obtains Poisson’s equation:

∇2Φd = − ρ

ϵ ϵ0
(B.8)

where Φd is the potential drop across the diffuse layer and ϵ is the relative permittivity of the so-

lution. According to the Maxwell-Boltzmann distribution, the spatial distribution of the concen-

tration of the i-th ion, ni(x), extending away from the electrode-solution interface at x = 0 is

given by:

ni(x) = ni,0 exp
(
− Ui(x)

kB T

)
(B.9)

when the i-th ions are exposed to a the distance-dependent potential Ui(x). In Eq. (B.9), kB is the

Boltzmann constant, T the temperature, and ni,0 the bulk concentration of the i-th ion. When the

i-th ion of charge state zi is subject to the the distance-dependent, diffuse layer electric potential,
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Φd(x), Eq. B.9 becomes:

ni(x) = ni,0 exp
(
− zi eΦd(x)

kB T

)
(B.10)

For a symmetric electrolyte, i.e. each ionic species has an equal and opposite charge state, z =

z+ = − z−, and bulk concentration, n0 = n+,0 = n−,0, the charge density is then:

ρ = z e (n+ − n−) = − 2 z e n0 sinh
(
z eΦd

kB T

)
(B.11)

One then obtains the Poisson-Boltzmann equation by substituting Eq. (B.11) into Eq. (B.8):

∇2 Φ̄d = k2 sinh Φ̄d (B.12)

where

k2 ≡ 2 z2 e2 n0

ϵ ϵ0 kB T
(B.13)

Φ̄d ≡
z e

kB T
Φd (B.14)

Note that k−1 = λD. In general, Eq. (B.12) has no analytical solution and must be solved numer-

ically [37]. Integrating the one-dimensional version of Eq. (B.12) once with respect to x̄, how-
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ever, in order to find the diffuse layer capacitance, Cd, proceeds via the following steps:

∂2 Φ̄d

∂x̄2
= sinh Φ̄d (B.15)

2

(
d Φ̄d

dx̄

)
∂2 Φ̄d

∂x̄2
= 2

(
d Φ̄d

dx̄

)
sinh Φ̄d (B.16)

∫ x̄

∞

d

dx̄′

(
d Φ̄d

dx̄′

)2

dx̄′ = 2

∫ Φ̄d

0

dΦ̄′
d sinh Φ̄

′
d (B.17)

where x̄ ≡ k x. Evaluating the integrals of Eq. (B.17) and assuming

d Φ̄d

dx̄


x̄=∞

= 0, (B.18)

i.e. the gradient of the diffuse layer potential is zero in the bulk, one finds:

(
d Φ̄d

dx̄

)2

=

[
2 cosh Φ̄′

d

]Φ̄d

0

= 2
(
cosh Φ̄d − 1

)
(B.19)

Using the identity cosh (x)− 1 = 2 sinh2 (x/2) and simplifying gives:

dΦd

dx
= −

(
8 kB T n0

ϵ ϵ0

)1/2

sinh
(
z eΦd

2 kB T

)
(B.20)

where the negative sign comes from the assumption that d |Φd| / dx < 0 for x > 0, i.e. the mag-

nitude of Φd decreases as one approaches the bulk solution because of the boundary condition

limx→∞ Φd(x) → 0.

Assuming that the diffuse layer is thin, the net charge per unit area of the diffuse layer, σd, is

well defined and is balanced by an equal and opposite surface charge density, σ, at the electrode’s
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surface, i.e. σ = − σd. Using the boundary condition relating the gradient of the potential normal

to a conductive surface, ∂ V / ∂n, to that surface’s charge density, σ, the net surface charge den-

sity in the diffuse layer can be obtained from Eq. (B.20) by evaluating ∂ Φd / ∂x at the interface,

i.e. x = 0.1 This yields:

σd = − ϵ ϵ0
∂ Φd

∂x


x=0

=
(
8 kB T ϵ ϵ0 n0

)1/2 sinh(z eΦd,0

2 kB T

)
(B.21)

where Φd,0 is the diffuse layer potential at the electrode’s surface, i.e. Φd(x = 0) = Φd,0. Fi-

nally, the differential capacitance of the diffuse layer is found by taking the partial derivative of

Eq. (B.21) with respect to Φd and evaluating the result at the interface, i.e. Φd(x = 0) = Φd,0:

Cd(Φd,0) = A
∂ σd
∂Φd


Φd=Φd,0

=
ϵ ϵ0
λD

[
cosh

(
z eΦd,0

2 kB T

)]
A (B.22)

λD ≡
√

ϵ ϵ0 kB T

2 z2 e2 n0

(B.23)

Cd(Φd,0) =
ϵ ϵ0
λD

[
cosh

(
z eΦd,0

2 kB T

)]
A (B.24)

where λD is, again, called the Debye length. The concept of differential capacitance is used to de-

scribe the capacitance of the diffuse layer because the charge, q, in this layer is not proportional

to the potential, V , applied across it, i.e. the ratio of q to V is not constant. Unlike normal capac-

itors, the capacitance of the diffuse layer varies with the electric potential and the usual definition

of capacitance does not accurately apply [80]. Instead, it is the derivative of the charge with re-
1Finding σd in this way is possible because of the discontinuity that occurs in the normal component of the elec-

tric field when it crosses a plane of surface charge, σ. The resulting boundary condition, in terms of the electric
potential V , is given by σ = − ϵ ϵ0 ∂ V / ∂n [36]. Alternatively, the total charge in the diffuse layer can also be
found by integrating the distribution of the net charge density over the entire diffuse layer [37].
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spect to potential evaluated at a given value of the potential that best describes the capacitance.

If the electric potential energy of an ion is much less than its thermal energy, i.e. kB T >>

z eΦd,0, then Cd takes on a form resembling the capacitance of a parallel-plate capacitor and is

no longer a function of Φd,0:

Cd ≃
ϵ ϵ0
λD

A (B.25)

This is the so-called Debye-Hückel approximation to the Poisson-Boltzmann equation. The re-

sults of the approximation are more thoroughly discussed in Sect. 3.2 of Chapter 3 (p. 115).

B.3 Derivation of the quantum capacitance

The quantum capacitance, Cq, of graphene is relevant for understanding the magnitude of the sur-

face charge densities that are measured using G-SCEEG devices as well as for determining the

reason those densities differ from the densities that are measured using an Au-SCEEG device.

See Chapter 3 (beginning with p. 124) for a more complete explanation of the role quantum ca-

pacitance plays in the output of SCEEGs. Below is a derivation of the expression for Cq. Partial

versions of this derivation can be found in Refs. [41], [44], [150], and [151].

The derivation of Cq begins with the expression for the density of states of graphene:

ρs(E) =
2 |E|

π (ℏ vF)2
(B.26)

The derivation of Eq. (B.26) using the tight-binding Hamiltonian approach is well documented

elsewhere [151]. Here, the result is merely quoted. From Eq. (B.26) the density of intrinsic pos-

itive, pc, and negative, nc, charge carriers in graphene can be found using the Fermi-Dirac distri-
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bution, f(E):

pc =

∫ ∞

0

dE ρs(E) f+(E) (B.27)

nc =

∫ ∞

0

dE ρs(E) f−(E) (B.28)

where

f±(E) =
1

1 + exp
(

E±EF
kB T

) (B.29)

Setting u ≡ E / kB T and η ≡ EF / kB T , Eq. (B.27) and (B.28) become:

pc =
2

π

(
kB T

ℏ vF

)2

J1(−η) (B.30)

nc =
2

π

(
kB T

ℏ vF

)2

J1(+η) (B.31)

where Jj(η) is the Fermi-Dirac integral:

Jj(η) =
1

Γ(j+ 1)

∫ ∞

0

du
uj

1 + exp (u− η)
(B.32)

Γ(x) = (x− 1)! (B.33)

When no external perturbation is added, i.e. EF = 0:

nc = pc = ni =
π

6

(
kB T

ℏ vF

)2

(B.34)
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which is ≃ 9× 1010 cm−2 at room temperature. Due to the law of mass action, at equilibrium:

nc pc = n2
i
J1(η) J1(−η)

J2
1 (0)

(B.35)

When an external voltage Φq,0 is applied across the graphene, EF = eΦq,0 and the net charge

density is:

σq = e
[
J1(−η)− J1(η)

]
(B.36)

Finally, the differential capacitance (Eq. (3.10) on p. 123) is:

Cq = A
∂ σq
∂Vc

=

[
2 e2

π (ℏ vF)2

]
∂

∂η

[
J1(−η) + J1(η)

]
A (B.37)

Using the following relations:

d

dη
Jj(η) = Jj−1(η) (B.38)

J0(η) =

∫ ∞

0

dϵ

1 + exp (ϵ− η)
= ln

[
1 + exp (η)

]
(B.39)

it can be shown that Eq. (B.37) can be written as:

Cq(Φq,0) =
2 e2 kB T

π (ℏ vF)2
ln
[
2

(
1 + cosh

[
eΦq,0

kB T

])]
A (B.40)

If EF = eΦq,0 >> kB T , then Cq reduces to Eq. (3.13) (p. 125):

Cq(Φq,0) ≃ e2
[
2 eΦq,0

π (ℏ vF)2

]
A = e2 ρs(EF)A (B.41)
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B.4 Derivation of the streaming potential

It is useful to analyze the expression for the streaming potential, Vstr, to determine whether Vstr is

responsible for the open-circuit voltage generated by the SCEEG device. As explained in Chap-

ter 2, Sect. 2.3.4 (p. 74), Vstr is generated when a solution of electrolyte solution, which is in con-

tact with a solid surface, flows parallel to that surface. The flow of the solution is usually treated

as arising from a hydrostatic pressure gradient that is applied to the electrolyte in a direction par-

allel to the solid surface. Versions of this derivation can be found in both Refs. [60] and [152].

The derivation of Vstr begins when a hydrostatic pressure gradient, ∇⃗P , is applied to an elec-

trolyte solution in a cylindrical capillary of radius Rc and length l along the cylinder’s axis (ori-

ented in the ẑ direction):

∇⃗P = − ∆P

l
ẑ (B.42)

where ∆P is the difference in pressure between the two ends of the capillary. It is assumed that

the concentration of the electrolyte is such that the diffuse layer is thin, i.e. Rc >> λD where λD

is the Debye length. The pressure gradient causes the solution to flow with a velocity, v⃗(r). The

radial distribution of the velocity along the cylinder’s axis in the ẑ direction is given by:

vz(r) = ∆P
R2
c − r2

4 ηs l
(B.43)

where ηs is the viscosity of the solution.

Because the solution near the wall of the capillary has a net charge density, ρ(r), the flow of

fluid also creates a flow of current called the streaming current, Istr. Istr is found by integrating

the current density, J⃗ = ρ v⃗, over cross-sectional area of the cylinder:

Istr = 2 π

∫ Rc

0

r vz(r) ρ(r) dr (B.44)
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Due to the assumption that the thin diffuse layer is thin, ρ(r) is approximately zero everywhere

except in a narrow cylindrical shell close to the capillary’s wall. This permits one to treat vz(r) as

linear in r because only the form of vz(r) for r ≃ Rc is of interest. The expression of vz(r) then

becomes:

vz(r) ≃
∆P Rc

2 ηs l
(Rc − r) =

∆P Rc

2 ηs l
x (B.45)

where x ≡ Rc − r. Inserting Eq. (B.45) into Eq. (B.44) and neglecting higher order terms of x,

Istr is:

Istr = − π R2
c ∆P

ηs l

∫ 0

Rc

x ρ(x) dx (B.46)

The expression for ρ(x) is then found by using Poisson’s equation and by applying the Debye-

Hückel approximation to the Poisson-Boltzmann equation. From Eq. (3.8) (p. 121), the poten-

tial drop across the diffuse layer, Φd(x), according to the Debye-Hückel solution to the Poisson-

Boltzmann equation is:

Φd(x) = Φd,0 exp
(
− x

λD

)
Then, from Poisson’s equation, the form of ρ(x) is:

ρ(x) = − ϵ ϵ0
d2 Φd(x)

dx2
= − ϵ ϵ0 Φd,0

λ2
D

exp
(
− x

λD

)
(B.47)
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Inserting Eq. (B.47) into Eq. (B.46) and integrating yields:

Istr = − π R2
c ∆P

ηs l

ϵ ϵ0 Φd,0

λ2
D

∫ Rc

0

x exp
(
− x

λD

)
dx (B.48)

= − π R2
c ∆P

ηs l
ϵ ϵ0Φd,0

[
− exp

(
− x

λD

)(
x

λD
+ 1

)]Rc

0

(B.49)

≃ − ϵ ϵ0 π R2
c

ηs

∆P

l
Φd,0 (B.50)

where the final form of the streaming current is:

Istr ≃ − ϵ ϵ0 π R2
c

ηs

∆P

l
Φd,0 (B.51)

In the steady state, a conduction current, Ic, arises in response to Istr. From Ohm’s law, Ic is

due to a streaming potential, Vstr, i.e. Vstr = IcR. The expression for Ic is:

Ic = σc,0 π R2
c
Vstr
l

(B.52)

where the following relation was used for R, the resistance of the solution in the capillary: R =

ρ0 l /A = l / π R2
c σc,0. ρ0 and σc,0 are the resistivity and conductivity of the bulk solution, re-

spectively. Because the streaming current is equal but opposite to the conduction current, i.e.

Istr + Ic = 0, one can use this fact and Eqs. (B.51) and (B.52) to obtain the expression for Vstr

(Eq. (2.82), p. 74):

Vstr =
ϵ ϵ0
ηs σc,0

Φd,0∆P (B.53)
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C
Nomenclature

Symbol Meaning
α amplitude of area change
a area
A area
Ac cross-sectional area
Ap-p peak-to-peak area
AL,0 initial overlap area between droplet & left electrode
AR,0 initial overlap area between droplet & right electrode
B⃗ magnetic field

232



Symbol Meaning
c0 capacitance per unit area
cd drag coefficient
C capacitance
C capacitance matrix
C ′ differential capacitance
Cd diffuse layer capacitance
Ceq equivalent capacitance
Cq quantum capacitance
Cs Stern layer capacitance
CEDL capacitance of electric double layer
CI capacitance of interface
CL capacitance of left capacitor
CR capacitance of right capacitor
CLR mutual capacitance between left and right electrodes
d distance
δ phase angle
D diffusivity, diffusion constant
e charge of an electron
E⃗ electric field
Ed activation energy of desorption
EF Fermi level
EB effective binding energy per ion
ϵ relative permittivity
ϵ0 vacuum permittivity
f frequency
f⃗k force of kinetic friction
f⃗d drag force
g gravitational constant
Gs surface conductance
I current
I current phasor
I0 initial current
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Symbol Meaning
Ic conduction current
Iex excess current
IL current through a load
⟨IL⟩RMS RMS current through a load
Isc short-circuit current
⟨|Isc|⟩avg average magnitude of short-circuit current
⟨Isc⟩RMS RMS short-circuit current
ISD source-drain current
Istr streaming current
j imaginary unit,

√
−1

J⃗ current density
k (a) reaction rate constant

(b) λ−1
D

kB Boltzmann constant
kd desorption rate constant
l length
L inductance
λ charge per unit length
λD Debye length (characteristic screening length)
Λ displacement amplitude
m mass
n number of droplets
n surface wave mode number
n̂ normal unit vector
N number of ions
nc negative charge carrier density
ne electron concentration
n0 average ion concentration
n∞ ionic concentration of bulk solution
η power transfer efficiency
ηc mechanical–electrical energy conversion efficiency
ηs viscosity of solution
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Symbol Meaning
Θ number of occupied binding sites
Θ0 initial number of occupied binding sites
Θr relative concentration of bound ions
Θsat total number of bound ions at saturation
pc positive charge carrier density
P (a) power

(b) pressure
PF power factor
PL power dissipated in a load
PTOT total generated power
⟨PL⟩avg average power dissipated in a load
ρ charge density
ρm mass density
ρs density of states
ϕ phase angle between alternating current and voltage
Φ surface potential
Φd electric potential across diffuse layer
ΦEDL electric potential across electric double layer
Φq electric potential across graphene
Φs electric potential across Stern layer
q electric charge
q0 initial charge
qex excess electric charge
Qenc total electric charge enclosed by a given volume
r (a) reaction rate

(b) radial distance
(c) radius, radius of curvature

rd desorption rate
R (a) resistance

(b) equivalent device resistance
Rc radius of capillary
RE electrode resistance
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Symbol Meaning
RL load resistance
RS solution resistance
S ratio of changes in total energy
σ charge per unit area
σc conductivity
σc,0 bulk conductivity
σd charge per unit area of the diffuse layer
σn number of adsorbed ions per unit area
σq charge per unit area of graphene
t time
T (a) temperature

(b) period of oscillation
τd characteristic timescale of ionic desorption
τD Debye time
τRC RC time constant
U potential energy
µ electrochemical potential
µ0 vacuum permeability
µk coefficient of kinetic friction
ν (a) slope of voltage ramp

(b) frequency factor
v volume
v⃗ velocity
vF Fermi velocity
vz velocity along z axis
V voltage
V voltage phasor
V0 initial voltage
Vex excess voltage
VBG backgate voltage
VL voltage across a load
⟨VL⟩RMS RMS voltage across a load
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Symbol Meaning
Voc open-circuit voltage
⟨Voc⟩RMS RMS open-circuit voltage
Vp-p peak-to-peak voltage
VR voltage drop across device’s equivalent resistance
Vstr streaming potential
VX voltage drop across device’s equivalent reactance
w energy density
W potential energy
WTOT total potential energy
ω angular frequency
x distance
x⃗ displacement
x̂ x axis unit vector
γ surface tension
z ionic charge state, valency
ẑ z axis unit vector
Z impedance
Z∗ time-dependent internal impedance
⟨Z∗⟩avg average internal impedance
ZL load impedance
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